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†Universitat Politècnica de Catalunya, Jordi Girona, 31, 08034 Barcelona, Spain

‡Consorzio Nazionale Interuniversitario per le Telecomunicazioni, Via Moruzzi 1, 56124 Pisa, Italy
E-mail: josej.pedreno@upct.es

Abstract—The dawn of 5G is pushing operators to deploy
high-capacity, agile networks capable of adapting to time-varying
traffic patterns, especially into metro sections. ROADMs are key
enablers for agility in the optical layer, however the benefits of
this agility do not always compensate for increased costs. As
such, filterless optical networks are emerging as a cost-effective
and reliable solution compared to active photonics, thanks to a
winning combination of coherent transponders and passive split-
ters/couplers. However, spectrum allocation management policies
are of paramount importance to maximize the overall network
throughput. In this paper, we focus on a filterless metro network
where the hourly variation of the demands traffic is known,
coming from historic data estimations. Then, we observe how the
knowledge of the traffic profiles can be exploited. To assess this,
we evaluate the performance, in terms of throughput, of three
different spectrum management approaches: (i) fixed, where
lightpaths remain static along time once allocated; (ii) semi-
elastic, where lightpath-bandwidth vary according to current
traffic requirements, but central frequency remains fixed; and
(iii) hitless full-elastic, where any lightpath parameter may be
reconfigured without disrupting the traffic. Besides, we consider
two transponder types equipped with (i) shared or (ii) indepen-
dent tunable lasers for transmission and reception, which affects
to spectrum allocation of bidirectional connections. According
to our results, the semi-elastic approach clearly outperforms the
fixed approach (23-33% more throughput) with a reduced gap to
the hitless full-elastic case (10-24% less throughput), especially
considering that the latter is not commercially available yet.
Interestingly, using dual-laser transponders only yields a 10%
gain with respect to single-laser transponders for the semi-elastic
scenario, and thus may not justify the extra hardware.

Index Terms—Filterless optical networks, time-varying traffic,
elastic spectrum allocation.

I. INTRODUCTION

Filterless optical networks (FONs) have been introduced to
target a significant cost reduction compared to existing op-
tical networks. Optical nodes based on reconfigurable optical
add/drop multiplexers (ROADMs) and wavelength selective
switches (WSS) provide agility in optical transport but in-
curring in additional capital expenditures (CAPEX), which
does not always compensate the benefits of agility. Leveraging
coherent transponders (TXPs) and passive splitters/couplers,
filterless nodes are deemed to be a cost-effective and reliable
alternative to active optical nodes [1]. In FONs several optical
trees are built over the same physical topology. In each of these
trees, optical connections are based on light-trees and optical
signals reach all nodes. Thanks to the coherent technology,

each signal can be properly selected at the receiver (RX) of the
corresponding destination node, following a drop and waste
(D&W) strategy.

Despite of cost savings and simple control and maintenance
operations, FONs present some drawbacks: (i) there is a signi-
ficant waste of spectrum resources since each signal occupies
the entire associated fiber tree; (ii) simple topologies such
as horseshoes or trees with no physical loops must be used
to avoid power recirculation and lasering effects of amplified
spontaneous emission (ASE) noise; and (iii) careful control of
the overall power entering each TXP is required, as all light
channels enter each of them, provided that power levels must
be above sensitivity.

As of today, filterless solutions have not been considered
for large scale deployments [2]. The main motivation is that
coherent technologies have been mainly adopted in backbone
networks, where large ROADM-based mesh topologies are
employed and the aforementioned filterless drawbacks have
practically prevented the deployment of such D&W solutions.

However, the traffic growth occurring in metro networks
is driving the replacement of traditional direct-detection 10G
cards with more advanced solutions at 100G. In this context,
where network operators usually adopt simple topologies (i.e.,
horseshoes, rings. . . ) over relatively short distances (up to
150 km) such transmission constraints become less critical,
and coherent TXP over filterless transport may represent a
suitable and cost-effective option. Nonetheless, the potential
application of these solutions in the metro opens the way
to additional and yet undiscussed design and technological
aspects.

In this paper, we focus on filterless solutions in the context
of metro networks, specifically addressing the following two
aspects: (i) the impact of traffic dynamicity, which is signi-
ficantly more intense than the one experienced in backbone
networks, in the design of spectrum assignment (SA) solutions
for filterless networks; and (ii) the availability of either a single
or two tunable lasers within the coherent TXP, which may
limit flexibility on bidirectionality.

The contribution of this work is two-fold. First, an SA
algorithm to (re-)allocate demands adapting to the new traffic
conditions is presented, considering three different variants,
namely fixed, semi-elastic and hitless full-elastic [3], depen-
ding on the tunable parameters on the transponder, that is,
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central frequency (CF) and bandwidth (BW). Second, we
evaluate whether the investment in TXP with dual-laser is
beneficial compared to single-laser variants. As a benchmark,
we use a horseshoe metro FON subject to a multi-hour traffic
profile, being throughput the metric under consideration.

The rest of the paper is organized as follows. In Section
2, we review some previous works in filterless networks. In
Section 3, we provide with a background on the role of TXPs
in filterless metro networks. In Section 4, we describe our SA
algorithm. In Section 5, we report and discuss the results of
our case study. Finally, Section 6 concludes the paper.

II. RELATED WORK

The concept of FONs was first introduced in [4]. Aside
of considerations from the photonics (i.e., power control,
coherent detection) [5] or control plane [6] perspectives, in
this section we review the efforts in the last decade in topics
related to network planning and resource allocation.

The first problem arising in FONs is connectivity. In fact,
these networks present several differences in terms of plan-
ning and operation with respect to ROADM-based networks.
Actually, the routing and spectrum assignment (RSA) problem
is augmented to a topology, routing and spectrum assignment
(TRSA), where several physical sub-topology (or fiber trees,
onwards) are built on top of a shared fiber topology (topology
subproblem) and demands are alternatively assigned to some
of them (routing subproblem). In addition, the broadcast nature
within a tree means that a more careful SA is needed [7],
aiming to take advantage of time-dependent spectrum sharing
to optimize its utilization.

To summarize, as a result of the TR subproblems, we must
ensure connectivity between all node pairs while avoiding
laser loop and fulfilling reachability constraints. Finally, the
SA provides the spectrum allocation across the corresponding
fiber tree.

Authors in [8] propose a TRSA algorithm (with static
traffic and focus on fixed-grid) to perform a techno-economic
analysis comparing ROADM-based networks and FONs. Their
results demonstrate cost savings up to two orders of magni-
tude, but lack of a throughput analysis. In [7], they extend their
analysis to a dynamic scenario, where lightpaths are setup
upon request over a previously deployed filterless network.
Here, they provide a comparison of ROADM-based, static
filterless and dynamic filterless in terms of wavelength usage
over a given demand set but, still, there is nothing about
a throughput analysis varying the overall network load. By
contrast, authors in [9] present a multi-goal optimization
solution to this problem in a pilot network, and they observed
that up to 2.5 times more traffic can be supported by their
reference network considering active photonics instead of fil-
terless solutions. Finally, authors in [10] provide a comparison
in terms of spectrum utilization similar to [7], but focused
on flex-grid. This latter work also considers a multi-period
scenario, where traffic grows year-over-year.

To the best of knowledge, our work is the first considering
the potential implications the SA problem in the context of the

particular constraints imposed by FONs for multi-hour traffic,
where rate and spectrum occupation vary along time. The
benefits of having such information about variations in traffic
patterns, and its exploitation for improved network efficiency,
have been studied in the past for fixed-grid [11] and flex-grid
[3]. Here, we approach this problem in order to analyze the
implications of different SA schemes and TXP technologies
in terms of throughput and identify potential techno-economic
aspects.

III. FILTERLESS TECHNOLOGIES IN DYNAMIC METRO
NETWORKS

Next generation metro networks are expected to be driven
by technological solutions where all cost contributions (e.g.,
hardware components within the coherent TXP) need to be
carefully considered. Moreover, compared to backbone net-
works, high traffic dynamicity will be experienced, leading to
the potential adoption of cost-effective highly reconfigurable
solutions. These two aspects are discussed in the following
subsections.

A. Transponder technologies

Coherent TXPs are built in hardware as transceivers, that
handle within the same card both directions, i.e. transmitter
(TX) and RX. According to the adopted technology and
equipped hardware capabilities, transmission parameters may
or not be configured in the same way both directions. For
example, a connection between nodes A and B may or not be
capable of supporting different CF from A to B (i.e., TX at
A) and from B to A (i.e., RX at A). Such capability depends
on the availability of either one or two tunable lasers and
related electronic circuits within the card. If just one tunable
laser is present, both TX and RX have to be operated over
the same CF, i.e., the TX laser is also used as local oscillator
at the RX side. Instead, if two tunable lasers are available in
the same card, TX and RX can be operated over independent
frequencies.

A single-laser provides cost savings, but introduces assign-
ment constraints in spectrum allocations. Such constraints may
be particularly relevant in next-generation metro networks,
where significant traffic asymmetry is expected. For example,
huge amount of traffic flows from a content delivery network
(CDN) network to the access (i.e., downstream traffic to end-
users) while the reverse direction (i.e., upstream traffic from
users) is significantly less utilized.

Fig. 1 shows two asymmetrical bidirectional connections.
From nodes A to B and C to D a large amount of spectrum is
occupied to guarantee the required bandwidth capacity. Fig. 1a
shows the case where a single-laser is shared between the
TX and local oscillator at RX. In Fig. 1b two independent
laser sources are utilized, enabling a free allocation of each
central frequency. As it can be noticed, in the first scenario, the
constraint on the same CF for both TX and RX leads to high
fragmentation and, in turn, to relevant wasting of spectrum
resources, which is avoided when each card is equipped with
two independent laser sources.

ONDM 2018 185



B→A D→C

A→B C→D
f

f

Unavailable

(a) Single-laser TXPs

B→A D→C

A→B C→D

Available

f

f

(b) Dual-laser TXPs

Figure 1. Resource allocation with different TXPs technologies.

B. Traffic dynamicity

Regardless the bidirectional tunability issue described in the
previous subsection, of special interest in this work is taking
advantage of bandwidth-variable transponders (BV-Ts) to fol-
low traffic variations adapting rate and spectrum occupation.

Fig. 2 shows two neighboring connections from nodes A
to B and C to D (for simplicity, here just one direction is
shown). Both connections experience time dependent band-
width utilization. For example, the first connection serves a
business district where most of the bandwidth is requested in
working hours (time t=0) with scarce use, e.g., in the evening
(t=1). Conversely, the second connection serves a residential
area where limited bandwidth is needed during working hours
but larger service requests are experienced in the evening. To
this respect, different SA policies can be applied potentially
considering time-dependent spectrum sharing.

In Fig. 2a, the resource allocation is performed in a fixed
manner, considering peak-hour traffic volumes. In Fig. 2b, the
allocation is performed accounting for multi-hour variations
and not on the peak-hour values. This way, spectrum resources
used by connection A to B at t=0 can be reused by connection
C to D at t=1. In this case, fixed CF are assumed. Compared to
Fig. 2b, in Fig. 2c we consider re-tuning of CF as an additional
degree of flexibility. Such re-tuning can be implemented by
adopting the push-pull defragmentation technique presented in
[12], where the automatic frequency control of the coherent
RX is properly exploited to track the gradual shift deliberately
applied to the TX, without affecting high-layer traffic. Such
adaptation is further simplified in FONs networks given the
absence of filters.

It is worth mentioning that, as discussed in the sub-
sequent sections, the combination of common/independent
CF assignment in bidirectional connections (as discus-
sed in Section III-A and such fixed/multi-hour assignment
with/without central frequency adaptation may lead to remar-
kably different network utilization performances, with poten-
tial high impact on deployment costs and use of resources
before fiber exhaustion, even for multi-period optimization
where traffic only “grows”.

IV. PROPOSED ALGORITHM

As described in Section II, the TRSA problem in filterless
networks can be decomposed into three subproblems: (i)
generate the set of fiber trees (T), (ii) associate end-to-end
demands to one of the trees (R), and (iii) allocate spectrum
for each of the demands into the trees (SA).

A→B C→D

f (t=1)

f (t=0)

(a) Fixed reservation considering
peak-hour traffic

Available

A→B C→D

f (t=1)

f (t=0)

(b) Dynamic reservation accounting
for multi-hour variations with fixed
CF

Available

A→B C→D

f (t=1)

f (t=0)

(c) Dynamic reservation accounting
for multi-hour variations and CF re-
tuning

Figure 2. Resource allocation at different time of the day/week.

In this paper, we focus on horseshoe topologies, containing
one bidirectional fiber tree, targeting the SA problem for all the
demands within a tree. Due to the nature of FONs, topology
and routing subproblems are implicitly solved for horseshoes.

The aim of our algorithm is to guarantee the correct provi-
sioning of all demands while minimizing spectrum utilization.
The input data of the algorithm are the following:

• FON topology containing a single fiber tree (G(N,E)),
composed of a set of nodes with BV-Ts and bidirectional
fibers interconnecting them, each supporting up to S
slices at a line rate of R Gbps/slice.

• A list containing 24 different traffic matrices (M t
(i,j)

where (i, j) is the source-destination node pair and
t ∈ [0, 23] the time period), containing per-hour traffic
volume.

Our multi-hour spectrum allocation (MH-SA) initially con-
siders a semi-elastic approach [3]: each lightpath uses a
fixed CF whereas the number of occupied slices is adapted
according to the offered traffic on each period. Next subsection
is devoted to describe the implementation of our MH-SA
algorithm, whereas further subsections will describe variations
of the algorithm according to the technologies and techniques
explained in Section III.

A. Implementation

Because of the NP-complexity of the SA problem, we
resort to a heuristic algorithm based on biased random-key
genetic algorithm (BRKGA) [13], a well-known variant of the
genetic algorithm (GA) meta-heuristic. The algorithm (pseudo-
code shown in Fig. 3) consists on several phases that are
executed sequentially within a loop until a feasible solution
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is found or the maximum number of iterations (given as an
input parameter) is reached.

• GeneratePopulation. Each candidate solution (also called
chromosome) is encoded as an array, where each index
(key) represents the demand identifier and its value the
CF. To generate a chromosome, all demands are rand-
omly sorted, and one-by-one we try to find a valid CF
(using a first-fit approach) that ensures enough slices
available for each hour of the day. To guarantee all
demands can be initially serviced, we assume unlimi-
ted slice capacity (that is, an arbitrarily large virtual
spectrum), whose rationale is further explained. The total
number of chromosomes generated in this phase is given
as an input parameter of the algorithm.

• Crossover. New chromosomes (offspring) are generated
in this phase. Each new chromosome inherits its values
from two ’parent’ chromosomes: one of them is always
selected among the elite population, whereas the other
can be elite or not. Without loss of generality, in the first
iteration, there is no elite population and both parents
are selected at random. We iterate over each key (i.e.,
demand) selecting randomly one value (i.e., CF) among
the two parents. The offspring chromosomes will then
become part of the general population and the parents
are discarded. The number of offspring generated in this
phase is given as an input parameter.

• CostComputation. In order to test the feasibility of each
candidate solution, we iterate over the 24 sets of demands.
For each demand we select the appropriate CF from the
chromosome and try to allocate the required number of
slices. In case of overlapping, we consider the solution
as infeasible. Once we have iterated over all sets of the
demands, we select those slices that have never been used
and we delete them from the virtual spectrum (shifting the
remaining ones to the left). If the new shrinked spectrum
size is lower or equal than the real spectrum size (input
parameter), we consider the solution feasible and the
algorithm ends. Each unfeasible solution is assigned a
cost, equal to the percentage of blocked traffic.

• Mutation To avoid stagnation, in each iteration a portion
of the general population is renovated, introducing newly
created chromosomes (as explained in the first phase).

B. Transponder technologies

To reflect the effect of using different coherent TXP equip-
ped with single or dual-lasers, we added an input parameter
to the algorithm to control the bidirectional policy of the CF:
(i) different CF with no restriction applied, and (ii) same
CF which forces lightpaths to share the same CF as its
bidirectional counterpart.

The former is implemented executing two independent
instances of the MH-SA algorithm, one per direction of the
horseshoe. In case a solution can be found for both, the
scenario is feasible. Conversely, the latter is implemented in
a tricky way: we concatenate traffic demands from each (i,j)

Algorithm 1 Multi-Hour Spectrum Allocation
Require: G(V,E), M t

(i,j), S,R
GeneratePopulation
iteration = 0
while iteration ≤ maxIterations do

Crossover
CostComputation
if feasible solution is found then

end algorithm
end if
Select ’Elite’ among the offspring
Mutation
iteration++

end while

Figure 3. Pseudocode for the MH-SA algorithm.

in both directions in a virtual day of 48 hours. As such, we
only execute an instance of the MH-SA algorithm.

C. Spectrum allocation approaches

To assess the quality of our algorithm, we compare the
results with two boundary solutions in terms of achievable
throughput. The lower bound is given by a non-multihour, non-
elastic approach, where spectrum allocation is made for the
worst case, that is, the daily maximum (peak) across all time
intervals. The upper bound is given by a multi-hour aware full-
elastic with defragmentation approach, where CF may also
change, and therefore all connections are packed each time
period using push-pull defragmentation techniques [12].

In order to model non-elastic/full-elastic, some minor modi-
fications were added to our MH-SA algorithm. To implement
the non-elastic option, we removed the dynamicity of the
traffic information, considering only a single demand per node-
pair where the offered traffic was equal to the maximum
among the 24-hour time. For the hitless full-elastic approach,
we consider all allocated demands can be packed, removing
all spectrum between connections, for each single slot, but
maintaining the same left-to-right order (in terms of slice
indexes) of demands. Note that keeping such left-to-right order
means that the variations in the CF can be accomplished using
non-disruptive slow spectrum-shifting techniques.

V. CASE STUDY

In this section, we report the results collected from testing
our algorithm in a real-life scenario. We aim to analyze the
total throughput achieved by combining different modulations
and spectrum allocation approaches to find possible trade-offs.

The results were obtained using the offline network design
tool Net2Plan [14]. With this tool, users can design and
dimension networks assuming some static information (e.g.
physical topology and traffic matrix). The algorithm was
develop in Java, implementing public and well-documented
interfaces. For the purpose of inspection and validation, both
the source code of the algorithm and Net2Plan are available
on the website [15].

ONDM 2018 187



A. Testing scenario

In order to test the algorithm we use the horseshoe topology
in Fig. 4 as reference scenario. It is composed of 2 metro-
core edge nodes (MCENs) providing connectivity toward core
networks, 5 access-metro edge nodes (AMENs) as gateways
for end-users (actual producers and consumers of traffic), and 3
nodes acting as CDN. For simplicity, we consider asymmetric,
bidirectional traffic demands for node pairs MCEN-MCEN,
MCEN-CDN, CDN-CDN, CDN-AMEN and AMEN-AMEN.
MCEN-CDN and CDN-AMEN traffic is only considered for
the closest node pairs. For example, there is only MCEN-
1-CDN-1 traffic but not MCEN-2-CDN-1 traffic, as well as
CDN-1-AMEN-1 traffic but not CDN-1-AMEN-5 traffic.

MCEN-1 MCEN-2

AMEN-1

AMEN-2

CDN-1 AMEN-3 AMEN-4

CDN-2

CDN-3

AMEN-5

Figure 4. Reference horseshoe topology.

A combination of several different methods were used to
generate a realistic multi-hour traffic matrix. First, a reference
traffic matrix was built using a population-distance model
described in [16], using scaling factors coming from analysis,
trends and forecast for the incoming years [17]. Then, to
recreate a multi-hour scheme, an activity factor was applied to
the aforementioned traffic to simulate variance on each hour
of the day [18] using a bimodal distribution to model peak and
idle periods. Parameters of these distribution like width of the
peak period and peak-to-idle ratio where selected at random.
More details can be obtained directly from the source code.

B. Results

Different tests were performed using two different modula-
tions: (i) 32 GBaud PM-QPSK over 37.5 GHz, with a total
bitrate of 100 Gbps (R=16.6 Gbps per 6.25 GHz slice) and
(ii) PM-16QAM, leading to 200 Gbps over 37.5 GHz (R=33.3
Gbps per 6.25 GHz slice). We establish a spectrum of 2.5 THz
(S=400 slices). Using the scheme explained in Section V-A,
we scaled the total offered traffic increasingly until blocking
occurs. Then, we determine spectrum requirements SU for
traffic (i, j) in time period t according to Eq. (1):

SU t
(i,j) =

⌈
M t

(i,j)/R
⌉

(1)

We tested the algorithm MH-SA for the three SA approa-
ches, single/dual-laser TXPs and the two modulation formats.
Throughput results, indicating the peak-hour carried traffic
before resource exhaustion, are presented in Fig. 5.

PM-QPSK PM-16QAM
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22.1

8.4
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(a) Dual-laser TXPs
PM-QPSK PM-16QAM

0

5

10

15

20

8.5

17.1

7.6

15.4

5.8

11.6

Fixed
Semi-elastic
Full-elastic

(b) Single-laser TXPs

Figure 5. Maximum throughput (in Tbps).

We observed that the semi-elastic approach outperforms
the fixed approach by a 23-33% in overall throughput. As
expected, the algorithm performs poorly compared to the full-
elastic scheme (with losses of 10-24% of throughput). These
numbers are presented in Table I. Interestingly, even though it
is clear that a full-elastic approach would be preferred in all
instances, we would like remark that despite the fact that push-
pull techniques [12] have been fully tested and demonstrated,
unfortunately are not yet commercially available.

Table I
THROUGHPUT VARIATION (PERCENTAGE) WHEN USING SEMI-ELASTIC

ALLOCATION COMPARED TO OTHER STRATEGIES

SA approach dual-laser PM-QPSK PM-16QAM

Fixed Yes 23.53% 23.91%
No 31.03% 32.76%

Full-elastic Yes -23.64% -22.62%
No -10.59% -9.94%

From the results, it is worth discussing about the gain in
terms of throughput using dual-laser TXPs instead of single-
layer TXPs. Surprisingly, the use of the former only yields to
an improvement of 10-11% of throughput and, as such, may
not justify investment on these devices.

Table II
THROUGHPUT GAIN (PERCENTAGE) WHEN USING DUAL RESONATOR

TRANSPONDERS INSTEAD OF SINGLE RESONATOR

SA approach PM-QPSK PM-16QAM
Fixed 17.2% 18.9%

Semi-elastic 10.5% 11%
Full-elastic 29.4% 29.2%

Before concluding, we illustrate the efficiency of our
MH-SA algorithm in Fig. 6. This picture presents a partial
snapshot of the spectrum utilization during a day in the case
of using same CF for TX/RX. In Fig. 6a we can see the poor
spectrum utilization of the fixed approach, since there is no
change for spectrum sharing. Conversely, for the semi-elastic
approach (see Fig. 6b) it is clear that because of bandwidth
adaptation, slices can be shared by different demands in
different time intervals, thus reducing the overall spectrum
requirements. However, because of using same CF for both
directions in this scenario, spectrum sharing cannot be totally
exploited, thus reducing the overall throughput with respect
to dual-laser TXPs. Finally, the full-elastic approach yields to
the best spectrum utilization.
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Figure 6. Spectrum occupation for four example demands.

VI. CONCLUSIONS AND FURTHER WORK

In this paper, we have presented an algorithm to determine
the maximum throughput which can be achieved in filterless
optical networks according to different spectrum management
policies. In our results, a market-ready semi-elastic approach
(considering state-of-the-art BV-Ts) represents a reasonable
solution compared to a non-commercial hitless full-elastic
scenario. Besides, we have illustrate the fact that single-layer
TXPs may be a cost-effective alternative to dual-laser ones
with limited throughput losses.

Extensions to this work may include mesh topologies, where
fiber trees are also a decision variable, and/or techno-economic
studies (e.g., independent tunability of TX/RX, comparison
with ROADM-based solutions, and so on).
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