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5th Generation

An evolution or revolution?

Radio access technology

Network architecture
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5G is about Communication, Storage, Processing...




Usage scenarios of IMT for 2020 and beyond

Enhanced mobile broadband

Gigabytes in a second _l._-

3D video, UHD screens
o Work and play m the cloud
Smart home/building

Augmented reality
; Industry automation
’ Mission critical application

Self driving car

Voice

Smart city

Future IMT

Massive machine type Ultra-reliable and low latency
communications communications
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l What is FUTEBOL CF ?

The FUTEBOL Control Framework (CF) is a cross-layer software

Allows the experimenter to form an experiment’s slice so that it
orchestrates resources across optical, packet and wireless networks
assisted by the cloud

CF supports the control of experiments offering slice orchestration

Our vision of CF involves the adoption and integration of SD(R)N
and NFV over the wireless, packet and optical domains
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Challenge 1 : How to implement network orchestration
across multiple network technologies ?
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Challenge 2 : How to implement VNF live migration across
distributed and heterogeneous testbeds ?
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Challenge 3: What the cloud brings on provisioning of computing
resources ?
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Challenge 1 : How to implement network orchestration
across multiple network technologies ?
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How does ABNO work ?

* Orchestration: ABNO Orchestrator —

ABNO OAM
*  The Application-Based Network Operations / Controller Handler
(ABNO) architecture -
— (D. King and A. Farrel “A PCE-Based
Architecture for Application-Based
Network Operations”, RFC 7491) VNTM PCE
— More capabilities: Extension to
orchestrate / interact with (SD) radio \ Topology - Provisioning
platform: Module Manager

Architecture of ABNO orchestrator



Network Orchestration

e Orchestration over packet and optical B iy o pre—
. BB BRISTOL Network Operatior
domains

M’m I

Ali Hommad, etc, all, “Demonstration of NFV i —
content delivery using SDN-enabled virtual i ::
infrastructures” in Optical Fiber : ——
Communication Conference, USA, 2017 - R

https://www.dropbox.com/s/nv5cgtnu6hi1wy7/Video-demo-
convergent-orquestration.mp4?dI=0

Video for the convergent orchestration: ‘




ABNO as a Convergent Orchestrator

Multi-domain SDN Orchestrator (MSO)

for Wireless, Optical and Packet-Switched Networks

REST APl commands
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ABNO commands for multi-domain networks
(Optical, Packet and Wireless Networks)

REST API for Optical Networks
Command: Configure a cross-connection (LightPath) through port 2 and 1008 at lambda 193.8 THz

. curl -X POST -H "Authorization: Basic YWRtaW46YWRtaW4="-H "Content-Type: application/json" -H "Accept: application/json" -H "Cache-Control: no-cache" -H "Postman-Token:
€8516¢14-3d24-d2a8-8d39-29f372376242" -d ' { "input": { "node": "/opendaylight-inventory:nodes/opendaylight-inventory:node[opendaylight-
inventory:id=\"openflow:169934858\"]", "command": "ADD", "hard-timeout": "0", "ofp-connect": { "wildcard": "ofpcw-in-port ofpcw-out-port ofpcw-in-tport ofpcw-out-tport",
"num-components": "1", "in-wdm-port": { "wdm-port": [ { "wport": "2", "wavelength": "193800" } ] }, "out-wdm-port": { "wdm-port": [ { "wport": "1008", "wavelength": "193800" }
1313131} "http://137.222.204.72:8181/restconf/operations/sal-flow:add-cflow"

Command: Configure power equalization through port 2 and 1008 at lambda 193.8 THz

. curl -X POST -H "Authorization: Basic YWRtaW46YWRtaW4=" -H "Content-Type: application/json" -H "Accept: application/json" -H "Cache-Control: no-cache" -H "Postman-Token:
32529963-96fb-2ec4-5122-95dc3cc26527" -d ' { "input": { "node": "/opendaylight-inventory:nodes/opendaylight-inventory:node[opendaylight-
inventory:id=\"openflow:169934858\"]", "input-port": "2", "output-port": "1008", "wavelength": "193800" } }' "http://137.222.204.72:8181/restconf/operations/sal-flow:send-
adva-power-equalization"



http://137.222.204.75:8181/restconf/operations/sal-flow:add-cflow

ABNO commands for multi-domain networks
(Optical, Packet and Wireless Networks)

REST API for Optical Networks
Command: Configure a cross-connection (LightPath) through port 2 and 1008 at lambda 193.8 THz

. curl -X POST -H "Authorization: Basic YWRtaW46YWRtaW4="-H "Content-Type: application/json" -H "Accept: application/json" -H "Cache-Control: no-cache" -H "Postman-Token:
€8516¢14-3d24-d2a8-8d39-29f372376242" -d ' { "input": { "node": "/opendaylight-inventory:nodes/opendaylight-inventory:node[opendaylight-
inventory:id=\"openflow:169934858\"]", "command": "ADD", "hard-timeout": "0", "ofp-connect": { "wildcard": "ofpcw-in-port ofpcw-out-port ofpcw-in-tport ofpcw-out-tport",
"num-components": "1", "in-wdm-port": { "wdm-port": [ { "wport": "2", "wavelength": "193800" } ] }, "out-wdm-port": { "wdm-port": [ { "wport": "1008", "wavelength": "193800" }
1131} } "http://137.222.204.72:8181/restconf/operations/sal-flow:add-cflow"

Command: Configure power equalization through port 2 and 1008 at lambda 193.8 THz

. curl -X POST -H "Authorization: Basic YWRtaW46YWRtaW4="-H "Content-Type: application/json" -H "Accept: application/json" -H "Cache-Control: no-cache" -H "Postman-Token:
32529963-96fb-2ec4-5122-95dc3cc26527" -d ' { "input": { "node": "/opendaylight-inventory:nodes/opendaylight-inventory:node[opendaylight-
inventory:id=\"openflow:169934858\"]", "input-port": "2", "output-port": "1008", "wavelength": "193800" } }' "http://137.222.204.72:8181/restconf/operations/sal-flow:send-
adva-power-equalization”

REST API for Packet-Switched Networks
Command: Configure a packet flow through input port 6 to output port 13 at VLAN 57

. curl -X POST -H "Authorization: Basic YWRtaW46YWRtaW4="-H "Content-Type: application/json" -H "Accept: application/json" -H "Cache-Control: no-cache" -H "Postman-Token:
278684b2-43df-f765-ef93-18210ae549c6" -d ' { "input": { "node":"/opendaylight-inventory:nodes/opendaylight-inventory:node[opendaylight-
inventory:id=\"openflow:360287970189639681\"]", "installHwW": "true", "priority": "500", "match": { "in-port": "6", "vlan-match": { "vlan-id": { "vlan-id": "57" } } }, "instructions": {
"instruction": [ { "order": "0", "apply-actions": { "action": [ { "output-action": {"output-node-connector": "13"}, "order": "0" }1}}1]}, "flow-name": "f1", "table_id": "0" } }'
"http://137.222.204.75:8181/restconf/operations/sal-flow:add-flow"



http://137.222.204.75:8181/restconf/operations/sal-flow:add-cflow

ABNO commands for multi-domain networks
(Optical, Packet and Wireless Networks)

Sample of REST API for Wireless Networks with Variable Rate Fronthaul using Long Reach PON bearer.

Command: Configure enodeB 1 to negotiate a transmission of 25 LTE Physical Resource Blocks (PRBs) with a fronthaul
Committed information rate of 150 Mbps.

e curl -X POST -H "Authorization: Basic YnJva2VyOnBhc3N3b3Jk" -H "Content-Type: application/json" -H "Accept:
application/json" -H "Cache-Control: no-cache" -H "Postman-Token: 819bf1b2-fc3a-11e7-8450-fea9aal78066" -d ' {
"input": { "node": "broker1", "payload": {"enodeb" : "1","prb_number": "25", "fronthaul _cir": "220"} } }'
"http://10.10.10.53:5000/controller/api"



http://10.10.10.53:5000/controller/api

Experimenting with the extended ABNO
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Challenge 2 : How to implement VNF live migration
across distributed and heterogeneous testbeds ?
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Challenge 2: How to implement VNF live
migration across distributed and heterogeneous
testbeds ?

* To deploy and manage containers:

— a new container orchestration and provisioning tool has been
developed in FUTEBOL, COPA (Container Orchestration and
Provisioning Architecture). COPA allows the migration of virtual
functions across testbeds

* For each experiment, one instance of COPA is deployed



COPA (Container Orchestration and
Provisioning Architecture)
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COPA (Container Orchestration and
Provisioning Architecture)
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New sample of COPA's Web-based GUI

c

[ COPA-cContainer Orc  x

“~ C @ localhost

B CQPA Containers hist Add new container CoLiSEU Monitor

Containers list

All containers by each container pool 1 Q
Server1
Container name Network addresses Created at Status Options
o) 143.54.12.74/24 Aug. 17, 2017, 6:37 p.m Running — F m
RX 143.54.12.64/24 Aug. 17, 2017, 6:10 p.m. Running Torminal | T m
SOFT-BIT 143.54.12.198/24 Aug. 17, 2017, 6:37 p.m. Runnin — -

g P g Terminal m

SUBFRAME 143.54.12.192/24 Aug. 17, 2017, 6:37 p.m. Running — o m




Challenge 3: What the cloud brings on
provisioning of computing resources ?
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Challenge 3: What the cloud brings on
provisioning of computing resources ?

Cloud may provide experiment isolation offering a virtual
infrastructure (VI) provisioning that assigns VLAN tag per experiment
and setting the LAN connectivity automatically to the VMs;

OpenStack enables testbeds to provide advanced NFV functionalities
required by FUTEBOL experiments such as horizontal scaling ;
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Cloud Orchestrator (experiment control phase)

Northbound API (with experimenter): CLI %
Commands for: w o

W W

Create a VNF descriptor (template);
List VNF descriptors;

Delete a VNF descriptor;
Instantiate a VNF;

List VNF instances;

Trigger a VNF scale;

Delete a VNF instance;

Southbound API (with OpenStack): REST

30



O2CMF Experiment Orchestration
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Use cases and experiments =
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