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(l. Message from the General Chair

Dear colleagues,

It is an honour and a pleasure to welcome everyone to the ONDM 2018 Conference. This is
the 22nd edition of the IEEE Optical Network Design and Modelling conference, which is held at
the University of Dublin, Trinity College, Ireland, from the 14th to the 17th of May 2018. Trinity
College Dublin is one of the oldest Universities in the world, dating 1592, and the technical sessions
are held at the Erwin Schrodinger Theatre, named in honour of the pioneer of quantum mechanics
who spent much of his career in Dublin.

The conference is technically co-sponsored by the IEEE communications society and the IFIP
TC-6, ensuring top quality of the accepted publications. The call for papers was updated this year
to include novel topics such as: Slicing, virtualisation and multi-tenancy techniques for optical
networks; Machine learning techniques for optical networks; Novel optical node designs including
disaggregation and open optical line systems.

The contributed and invited papers were grouped into 9 technical sessions, spread across the 4
days of the event. This year’s programme includes two excellent keynote speakers: Andrew Lord
(BT) and Gavin Young (Vodafone). This year for the first time we also invited two tutorial speakers:
Massimo Tornatore (Polytechnic of Milan) and Josep Prat (Universitat Politecnica de Catalunya),
giving an overview on machine learning and WDM access/metro networks, respectively.
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The technical program includes two workshops. One is on "Optical technologies in the 5G era",
which will see well known speakers, collaborating in H2020 European projects, giving a talk on
their recent progress. A second workshop, on "SDN/NFV for optical networks" will discuss topics
such as network telemetry, artificial intelligence and network virtualisation. This workshop will be
followed by an industry panel, where the speakers will discuss progress, pros and cons of optical
network disaggregation.

In addition, this year’s event will host a special open public session on Net Neutrality. This
free, public seminar will introduce the issues at the heart of the net neutrality debate. We will also
discuss how the arrival of 5G technology will potentially impact policy in this area. A selected
panel of experts was invited to contribute their opinion on the subject.

Finally, I would like to thank Science Foundation Ireland (SFI) and Failte Ireland for their
financial support; the members of the CONNECT research group for their support in preparing the
conference; and all the members of the conference committees and the reviewers for their dedicated
and passionate work.

Prof. Marco Ruffini
General Chair - ONDM 2018
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ONDM 2018 Conference Programme
14-17" May, Dublin, Ireland

General Schedule:

Day 1 Monday 14th

8:15 Registration open

9:00 - 9:15 Conference opening and address from Dean of Research

9:15 - 10:15 Tutorial talk by Massimo Tornatore: An Introduction to Machine Learning in Optical Transport
networks

10:15-10:35 Coffee Break

10:35- 12:35 TS1: Machine Learning techniques in optical networks. Session chair: Massimo Tornatore

12:35-14:00 Lunch break

14:00 - 15:40 TS2: SDN and network disaggregation. Session chair: Andrew Lord

15:40-16:00 Coffee Break

16:00 - 18:10 TS3: Resilience and security. Session chair: Elaine Wong

18:30-19:30 Social event: Visit to Book of Kells

19:30 - 21:30 Social event: Conference reception in TCD atrium

Day 2 Tuesday 15th

9:00 - 10:00 Plenary talk by Gaving Young: Future Proofing the Unified Fibre Access Network: Build, Fill,
Perform

10:00-10:30 Coffee Break

10:30- 12:20 TS4: Metro networks. Session chair: Dan Kilper

12:20-13:40 Lunch break
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13:40 - 16:00 TSS: Fixed/mobile convergence. Session chair: George Rouskas

16:00-16:20 Coffee Break

16:20 - 18:10 TS6: Elastic and programmable optical networks. Session chair: Manos Varvarigos

18:10 - 19:00 Refreshments

19:00 - 20:30 Open Public session: What is Net Neutrality, and why should we care?

9:00 - 10:00 Plenary talk by Andrew Lord: The evolution of optical networks in a 5G world

10:00-10:30 Coffee Break

10:30- 12:10 TS7: NFV. Session chair: Mark De Leenheer

12:10-13:40 Lunch break

13:40 - 15:40 Workshop: SDN/NFV for optical networks, Session chair: Ricardo Martinez

15:40-16:10 Coffee Break

16:10- 17:40 Industry panel on optical networks disaggregation

18:45 - 22:00 Social event: Gala diner

9:00 - 10:00 Tutorial talk by Josep Prat: Simple tuneable transmitters for ultra-dense WDM access and metro
networks

10:00-10:30 Coffee Break

10:30- 12:10 TS8: Optical access. Session chair: Marco Ruffini

12:10-13:40 Lunch break

13:40 - 15:00 TS9: Data centres. Session chair: Anna Tzanakaki
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15:00-15:30 Coffee Break
15:30-17:30 Workshop: Optical technologies in the 5G Era. Session chair: Anna Tzanakaki
17:30-18:00 Conference wrap up and closing remarks

Conference Sessions:

Session Time Name
TS1: 10:35 Lihua Ruan; Elaine Wong
Machine - [Invited]
learning 11:05
techniques in
optical
networks
Session chair:  11:05 Wei Lu; Honggiang Fang;
Massimo - Zuging Zhu
Tornatore 11:25
11:25  Antonia Pelekanou;
- Markos Anastasopoulos;
11:45  Anna Tzanakaki; Dimitra
Simeonidou
11:45 Shuangyi Yan; Reza
- Nejabati; Dimitra
12:15  Simeonidou [Invited]
12:15 Tania Panayiotou;
- Konstantinos Manousakis;
12:35  Sotirios Chatzis; Georgios
Ellinas
TS2: SDN 14:00 Marc De Leenheer ; Yuta
and network - Higuchi; Guru Parulkar
disaggregati  14:30 [Invited]
on
Session chair:  14:30  Ricard Vilalta; Ramon
Andrew Lord - Casellas; Ricardo
14:50  Martinez; Raul Munoz;

Young Lee; Haomian
Zheng; Yi Lin; Victor
Lopez; Luis M. Contreras

Title

Machine Intelligence in Allocating Bandwidth to Achieve Low-Latency
Performance

Al-Assisted Resource Advertising and Pricing to Realize Distributed
Tenant-Driven Virtual Network Slicing in Inter-DC Optical Networks

Provisioning of 5G Services Employing Machine Learning Techniques

Data-driven Network Analytics and Network Optimisation in SDN-based
Programmable Optical Networks

On Learning Spectrum Allocation Models for Time-Varying Traffic in
Flexible Optical Networks

An Open Controller for the Disaggregated Optical Network

Fully Automated Peer Service Orchestration of Cloud and Network
Resources Using ACTN and CSO
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TS3:
Resilience
and security

Elaine Wong

TS4: Metro
networks

Session chair:
Dan Kilper

14:50

15:20

15:20

15:40

16:00

16:30

16:30

16:50

16:50

17:10

17:10

17:30

17:30

17:50

17:50

18:10

10:30

11:00

11:00

11:20

11:20

11:40

11:40

12:00

Dan Kilper [Invited]

Alan Diaz Montiel; Jiakai
Yu; Weiyang Mo; Yao Li;
Daniel Kilper; Marco
Ruffini

Behnam Shariati; Alba
Vela; Marc Ruiz; Luis
Velasco [Invited]

Roéza Goscien; Carlos
Natalino; Lena Wosinska;
Marija Furdek

Bahare Masood
Khorsandi; Federico
Tonini; Carla Raffaelli

Jing Zhu; Carlos Natalino;
Marija Furdek; Lena
Wosinska; Zuqing Zhu

Aniruddha Singh
Kushwaha; Deepak
Kakadia; Ashwin A
Gumaste; Arun Somani

Yosef Aladadi; Ahmed
Abas; Abdulmalik
Alwarafy; Mohammed
Alresheedi

Steinar Bjornstad [Invited]

Masahiro Nakagawa; Kana
Masumoto; Hidetoshi
Onda; Kazuyuki
Matsumura

Annie Gravey; Djamel
Amar; Philippe Gravey;
Michel Morvan; Bogdan
Uscumlic; Dominique
Chiaroni

Diogo Sequeira; Luis
Gongalo Cancela; Jodo
Rebola

Disaggregation as a Vehicle for Hyper-scalability in Optical Networks

Performance Analysis of QoT Estimator in SDN-Controlled ROADM
Networks

Monitoring and Data Analytics: Analyzing the Optical Spectrum for
Soft-Failure Detection and Identification

Impact of High-Power Jamming Attacks on SDM Networks

Design Methodologies and Algorithms for Survivable C-RAN

Control Plane Robustness in Software-Defined Optical Networks Under

Targeted Fiber Cuts

Designing Multi-Layer Provider Networks for Circular Disc Failures

Multi-User Frequency-Time Coded Quantum Key Distribution Network
Using a Plug-and-Play System

Optical Ethernet: Can OTN Be Replaced?

Photonic Sub-Lambda Transport: An Energy-Efficient and Reliable Solution

for Metro Networks

Modelling Packet Insertion on a WSADM Ring

Impact of Physical Layer Impairments on Multi-Degree CDC
ROADM-based Optical Networks
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12:00 Dibbendu Roy; Sourav A Cost-effective and Energy-efficient All-Optical Access Metro-Ring
- Dutta; Brando Kumam; Integrated Network Architecture
12:20  Goutam Das
TSS: 13:40  Dimitrios Apostolopoulos;  Analog Radio-over-Fiber Solutions in Support of 5G
Fixed/Mobile - Giannis Giannoulis; Nikos
convergence  14:10  Argyris; Nikolaos Iliadis;

George
Rouskas

TS6: Elastic
and Flexible
optical
networks

Session chair:
Manos
Varvarigos

14:10

14:30

14:30

14:50

14:50

15:20

15:20

15:40

15:40

16:00

16:20

16:50

16:50

17:10

17:10

17:30

Konstantina Kanta;
Hercules Avramopoulos
[Invited]

Bogdan Uscumlic;
Dominique Chiaroni; Brice
Leclerc; Thierry Zami;
Annie Gravey; Philippe
Gravey; Michel Morvan;
Dominique Barth; Djamel
Amar

Longsheng Li; Meihua Bi;
Wei Wang; Yan Fu; Xin
Miao; Weisheng Hu

Ricardo Martinez; Ricard
Vilalta; Manuel
Requena-Esteso; Ramon
Casellas; Raul Mufioz;
Josep Mangues-Bafalluy
[Invited]

Lu Zhang; Jiajia Chen;
Lena Wosinska; Patryk
Urban; Shilin Xiao;
Weisheng Hu

Jiakai Yu; Yao Li; Mariya
Bhopalwala; Sandip Das;
Marco Ruffini; Daniel
Kilper

Michela Svaluto Moreolo;
Josep M. Fabrega; Laia

Nadal; Francisco Javier
Vilchez [Invited]

Mirostaw Klinkowski;
Grzegorz Zalewski;
Krzysztof Walkowiak

Andrea Tomassilli;
Brigitte Jaumard; Frederic
Giroire

Scalable Deterministic Scheduling for WDM Slot Switching Xhaul with
Zero-litter

SINR-Oriented Flexible Quantization Bits for Optical-Wireless Deep
Converged eCPRI

Experimental SDN Control Solutions for Automatic Operations and
Management of 5G Services in a Fixed Mobile Converged Packet-Optical
Network

Fixed and Mobile Convergence with Stacked Modulation

Midhaul Transmission Using Edge Data Centers with Split PHY Processing
and Wavelength Reassignment for 5G Wireless Networks

Exploring the Potential of VCSEL Technology for Agile and High Capacity
Optical Metro Networks

Optimization of Spectrally and Spatially Flexible Optical Networks with
Spatial Mode Conversion

Path Protection in Optical Flexible Networks with Distance-adaptive
Modulation Formats
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TS7: NFV

Session chair:

Mark De
Leenheer

TS8: Optical
access

Session chair:

Marco
Ruffini

17:30

17:50

17:50

18:10

10:30

11:00

11:00

11:20

11:20

11:50

11:50

12:10

10:30

10:50

10:50

11:10

11:10

11:30

11:30

11:50

11:50

12:10

Rodrigo S Tessinari;
Didier Colle; Anilton
Salles Garcia

Jose-Juan
Pedreno-Manresa; José
Luis Izquierdo Zaragoza;
Filippo Cugini; Pablo
Pavon-Marino

Shireesh Bhat; George N.
Rouskas [Invited]

Tamal Das; Aniruddha
Singh Kushwaha; Ashwin
A Gumaste; Mohan
Gurusamy

Hiroaki Harai; Hideaki
Furukawa; Yusuke Hirota
[Invited]

Leila Askari; Ali Hmaity;
Francesco Musumeci;
Massimo Tornatore

Nicola Brandonisio;
Daniel Carey; Stefano
Porto; Giuseppe Talli; Paul
Townsend

Nejm Eddine Frigui;
Tayeb Lemlouma;
Stéphane Gosselin; Benoit
Radier; Renaud Le Meur;
Jean-Marie Bonnin

Tomoko Kamimura;
Sumiko Miyata

Ahmed Helmy; Nitesh
Krishna; Amiya Nayak

Abdulmalik Alwarafy;
Mohammed Alresheedi;
Ahmed Abas;
Abdulhameed Alsanie

Cognitive Zone-Based Spectrum Assignment Algorithm for Elastic Optical
Networks

On the Benefits of Elastic Spectrum Management in Multi-Hour Filterless
Metro Networks

Open Marketplace and Service Orchestration for Virtual Optical Networks

Leveraging Optics for Network Function Virtualization in Hybrid Data
Centers

Hardware-supported Softwarized and Elastic Optical Networks

Virtual-Network-Function Placement for Dynamic Service Chaining in
Metro-Area Networks

Burst-Mode FEC Performance for PON Upstream Channels with EDFA
Optical Transients

Optimization of the Upstream Bandwidth Allocation in Passive Optical
Networks Using Internet Users' Behavior Forecast

Analysis of Mean Packet Delay in DR-MPCP Limited Service Using
Queueing Theory

On the Feasibility of Service Composition in a Long-Reach PON Backhaul

Performance Evaluation of Space Time Coding Techniques for Indoor
Visible Light Communication Systems
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TS9: Data 14:00 Konstantinos Kontodimas;  Resource Allocation in Slotted Optical Data Center Networks
Centre - Kostas
networks 14:30  Christodoulopoulos;

Emmanouel Varvarigos

[Invited]

Session chair:  14:30 Max Curran; Kai Zheng; Handling Rack Vibrations in FSO-based DataCenter Architectures

Anna - Himanshu Gupta; Jon
Tzanakaki 14:50  Longtin
14:50  Rui Lin; Joris Van Spatial Division Multiplexing for Optical Data Center Networks

o Kerrebrouck; Xiaodan Pang;

15:20 Michiel Verplaetse; Oskars
Ozolins; Aleksejs Udalcovs;
Lu Zhang; Lin Gan; Ming
Tang; Songnian Fu; Richard
Schatz; Urban Westergren;
Sergei Popov; Deming Liu;
Weijun Tong; Timothy De
Keulenaer; Guy Torfs;
Johan Bauwelinck; Xin Yin;
Jiajia Chen [Invited]

Social Events:

Monday evening (May 14th):

e Visit to Book of Kells: A visit to Trinity’s famous Old Library and a chance to see the Book
of Kells that remains one of the world’s most famous manuscripts with its ornately
decorated pages written back around 800 AD.

e Conference Reception: the conference reception is to be held in the Trinity College’s
Atrium.

Wednesday evening (May 16th):

® Gala dinner: The conference gala dinner will be held at the Belvedere hotel. There will be a
three-course dinner accompanied by a beautiful Irish dance show a great opportunity to
experience traditional Irish music, dance and food. This spectacular show will give you a
flavour of the different styles of Irish dance.
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Path Protection in Optical Flexible Networks with
Distance-adaptive Modulation Formats

A. Tomassilli*, B. Jaumard, and F. Giroire*
*Université Cote d’Azur, CNRS, Inria Sophia Antipolis, France
fConcordia University, Montreal (Qc) Canada

Abstract—Thanks to a flexible frequency grid, Elastic Optical

Networks (EONs) will support a more efficient usage of the
spectrum resources. On the other hand, this efficiency may lead
to even more disruptive effects of a failure on the number of
involved connections with respect to traditional networks.
In this paper, we study the problem of providing path protection
to the lightpaths against a single fiber failure event in the
optical layer. Our optimization task is to minimize the spectrum
requirements for the protection in the network. We develop a
scalable exact mathematical model using column generation for
both shared and dedicated path protection schemes. The model
takes into account practical constraints such as the modulation
Jformat, regenerators, and shared risk link groups. We demonstrate
the effectiveness of our model through extensive simulation on
two real-world topologies of different sizes. Finally, we compare
the two protection schemes under different scenario assumptions,
studying the impact of factors such as number of regenerators
and demands on their performances.

I. INTRODUCTION

In an Elastic Optical Network (EON), data is distributed
over a number of low data rate subcarriers without having to
strictly follow the ITU-T fixed wavelength grid. In this way,
with a data traffic more and more uncertain and heterogeneous,
the spectrum resources can be used more efficiently and with
a higher degree of flexibility [1].

With respect to a classical WDM network, EONs impose
additional constraints on the structure of the optical path.
Indeed, EONs require that contiguous frequency slots are
allocated to each connection, which is also the main difference
between the Routing and Spectrum Assignment (RSA) and
Routing and Wavelength Assignment (RWA) problems. Thus,
the already proposed RWA methods are not suitable for EONS.
The RSA problem requires to find both an end-to-end optical
path and a contiguous subset of frequency slots for each
connection request.

Furthermore, EONs open up the possibility of exploiting
multiple modulation formats for the different subcarriers. In
such a way, the utilization efficiency could be further en-
hanced [2]. The problem of also determining a modulation
format in addition to a routing path and a contiguous segment
of spectrum is often referred to as the Routing, Modulation,
and Spectrum Allocation (RMSA) problem. The problem is
known to be NP-Hard even in the absence of modulation
formats [3] and is challenging, even on small instances.

With the increasing efficiency in terms of resource usage, a link
may accommodate a larger number of connections in EONS.
Hence, the effects of a failure, such as a fiber cut, could be even
more disruptive than in traditional networks. Network failures
have been widely investigated (see e.g., [4], [5]). In the results

978-3-903176-07-2 (© 2018 IFIP

of [4], each link experienced, on average, 16 failures per year.
If not well managed, a failure may correspond to loss of service
to users and loss of revenue. It is thus necessary to provide
protection against failures in order to guarantee continuity of
service and no violation of SLA requirements. We focus our
attention on the single link failure scenario, since they are the
predominant form of failures in optical networks [6].

Fault management techniques can be grouped into two cate-
gories: restoration and protection. In restoration, the network
spare resources are used to reroute the connections affected
by the failure. In protection, spare capacity is reserved in
advance during connection setup. Restoration schemes use
network spare resources more efficiently, but on the other hand,
protection schemes have a faster restoration time and guarantee
the recovery [7]. We thus study the latter schema.

In dedicated protection, there is no spectrum resources sharing
between backup lightpaths. Each frequency slot is used for
at most one lightpath. In shared protection, backup spectrum
resources can be shared among different lightpaths if they fail
independently. If, on one hand, in shared protection, spectrum
resources are used more efficiently [8], on the other hand,
in dedicated protection the recovery time is smaller. We thus
study both protection schemes in this paper.

Another classification of the protection techniques can be made
according to the recovery mechanisms. It could consist in a
local repair (i.e., link protection) or in an end-to-end repair
(i.e., path protection). Link protection schemes reroute the
traffic only around the failed link. Path protection schemes
reroute the traffic through a backup path if a failure occurs on
its working path. With path protection, network resources are
used more efficiently [6].

We consider the problem of providing for each connection,
a link-disjoint backup lightpath, under both dedicated and
shared path protection schemes. Our model also includes
practical parameters such as the modulation format selection
and the positions of regenerators. The modulation format of
a lightpath adds a constraint on the maximum transmission
distance, which may be extended by one or more regenerators
if present in the route. One of the key concerns of the network
operators is the efficient utilization of the deployed network
capacity [1]. Our optimization goal is thus the minimization
of the spectrum requirements for the protection.

In this paper, we propose two models for both dedicated
and shared path protection against a single link failure. Our
resolution strategy is based on a decomposition model using
the column generation technique. We show that this technique
is effective in dealing with the RMSA problem.

Our contributions can be summarized as follows:

- To the best of our knowledge, we are the first to propose
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a scalable exact method to solve the problem of providing
path protection against a single link failure in elastic optical
networks. The method is based on a decomposition model
using column generation.

- The model takes into account practical constraints, such as
multiple modulation formats, regenerators, and shared risk link
groups.

- We compare the shared and dedicated path protection models
and evaluate the tradeoff between the resolution time and the
effectiveness, in terms of bandwidth utilization.

- We additionally study the impact of the number of regenera-
tors in the network on the bandwidth requirements and on the
latencies of both primary and backup lightpaths.

The rest of this paper is organized as follows. In Section II, we
review related works in more detail. In Section III, we formally
state the problem addressed in this paper. In section IV,
we describe our column-generation-based model and show
the subproblem to be solved in Section V. In Section VI,
we validate our model by various numerical results on two
real world topologies of different sizes. Finally, we draw our
conclusions in Section VII.

II. RELATED WORK

The problem of providing protection against failures in
WDM networks has been widely investigated in the literature,
see e.g., [6], [7], [8]. Nevertheless, not enough effort has been
made in the context of EONs with multiple modulation formats
and flexible spectrum allocation.

Dedicated path protection. The problem of off-line routing
and spectrum allocation in flexible grid optical networks with
dedicated path protection was studied in [9] and [10]. The
optimization goal considered is to minimize the width of
spectrum required in the network. In [9], the authors provide
both an ILP formulation and a heuristic algorithm to solve
the problem. In [10], an evolutionary algorithm metaheuristic
is proposed with the aim to support the search for optimal
solutions.

Shared path protection. Shared protection for EONs was
considered in [11], [12], and [13]. A genetic algorithm meta-
heuristic with the goal to provide near optimal solutions to
the problem of finding a primary and a backup path for
each demand is proposed in [11]. The closest works to ours
are [12] and [13]. The authors consider exact methods and
propose ILP formulations for both dedicated and shared path
protection, but with different optimization objectives. In [12],
the authors minimize both the required spare capacity and the
maximum number of frequency slots used in the network.
In [13], the objective is to minimize the width of spectrum
required in the network. They propose an ILP formulation
in which each demand has a set of candidate pairs of link
disjoint routing paths. The ILP model is able to deal with small
networks (up to 9 nodes and 26 links). For larger networks,
they propose heuristic algorithms based on both jointly and
separated assignment of lightpaths to the demands.

Model Scalability. Previous works highlight the fact that
finding an optimal or a near-optimal solution to the problem
of jointly computing both a primary and a backup path for
each demand is a challenging task, even for networks of small
sizes and for a small number of demands. For instance, in [13]
the authors show the benefits in terms of computing time
and accuracy of computing the set of backup paths after the
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A

Fig. 1: An example of SRLG Constraints
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primary path allocation. In order to be able to deal with larger
datasets, we adopt a two phase approach. First, we find a
working path for each demand, then a backup path under
both dedicated and shared protection schemes. We use the
column generation technique as a solution approach, as results
from [14] evidence the effectiveness of the column generation
techniques in obtaining solutions for large instances of the
RSA problem (but they do not consider protection against
failures). Exact models proposed in the literature are only able
to deal with small networks. On the contrary, our model is
more scalable and we are able to solve instances with 24
nodes, 43 links, and 120 traffic requests. Moreover, we take
into account regenerators and choices of modulation formats,
which are not considered in the exact models of the literature.

III. STATEMENT OF THE RMSA PROTECTION PROBLEM

The RMSA problem assumes an undirected graph G =

(V, L) with optical node set V and link set L. We denote by
w(v) the set of links adjacent to v, for v € V. The bandwidth
is slotted into a set .S of frequency slots. The traffic is defined
by a set K of requests where each request k£ € K has a source
(sk), a destination (dj), and a spectrum demand Dy, expressed
in terms of a number of frequency slots. The traffic is assumed
to be symmetrical.
The provisioning of the primary lightpaths is given, and we
are interested in finding both a dedicated and a shared path
protection with minimum spectrum requirements, satisfying
the spectrum contiguity and continuity constraints, as well as
the following constraints:

e Shared Risk Link Group (SRLG) constraints, see Figure 1.
Each SRLG constraint is defined by a set of links sharing
a common resource, which affects all links in the set if the
common resource fails. In the context of optical networks, it
refers to a bundle of fiber links going through the same duct
and that cannot be used simultaneously for primary and backup
provisioning of the same demand. Let F be the set of all SRLG
sets: F = {F : if £ and ¢’ both belong to F', then ¢ cannot be
used in a path protecting ¢ and vice versa }.

e Modulation constraints The modulation format can be se-
lected according to the traffic demand and the distance. We
consider four modulation formats: BPSK (1 bit per symbol),
QPSK (2 bits per symbol), 8QAM (3 bits per symbol), and
16QAM (4 bits per symbol) [15]. For instance, if, for a demand
k, we have a request of 250 Gb/s (i.e., D), = 20 assuming the
bandwidth of a subcarrier slot as 12.5 GHz), then with BPSK
DESPE =20 and with 16QAM, D, °?** = 5. We consider
the following maximum transmission distances: BPSK (9,600
Km), QPSK (4,800 Km), 8QAM (2,400 Km), and 16QAM
(1,200 Km). These values are based on the experimental results
reported in [16]. Moreover, we assume that a subset of the
nodes have regeneration capabilities. Indeed, decisions about
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the required equipment (i.e., transponders, regenerators, and
switches) and its deployment are taken during the planning
phase [17].

IV.  PATH PROTECTION MODELS

We propose two column generation models relying on

lightpath configurations for both dedicated and shared path
protection schemes. In the rest of the paper, the two models
will be referred to, respectively, as CG_DP and CG_SP.
A lightpath configuration, denoted by m, refers to a backup
lightpath, i.e., a backup path, a spectrum slice with s as a
starting frequency slot and a modulation format. Denote by 1T
the set of all possible backup lightpath configurations. II is
decomposed as follows:

n=Jm=U U

keK keK seS

where Il is the set of potentials lightpaths for provisioning
request k, and Il, is the set of potential lightpaths for
provisioning request k with a slot slice of width D;* according
to the selected modulation format m such that s is a starting
slot. Note that IT; contains only feasible backup lightpaths for
a demand k. We say that a backup lightpath is feasible for & if
it does not contain any link in the same shared risk link group
of some link of the primary lightpath for k. Each lightpath
configuration, or lightpath for short, is denoted by 7 and is
characterized by:

b7, indicates if slot s is used on link £ in the backup lightpath
associated with 7.

We assume that working lightpaths are known and described
throughput the following parameter:

af: indicates if the primary lightpath of request k goes through
link 2.

The model uses the following decision variables:

zp = 1 if lightpath w € II is selected as a backup path, O
otherwise.

x¢s = 1 if slot s is used on link ¢ in a backup path, 0 otherwise.
We denote with £S® the pairs (¢,s) | £ € L,s € S that can
be used for protection, i.e., that are not used by the primary
lightpaths.

The objective minimizes the spectrum requirements for the
protection, and is written as follows:

min Z Tys €))
(6,5)eLs®

Constraints are as follows:

D=1 ke K )
melly
zr €{0,1} el ?3)
xes € {0,1} teLseS @)
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SN pze < teLses, (6s)eLs® (5
ke K welly
Model CG_SP
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Constraint (2) ensures that each request is protected. Con-
straints (5) and (6) make sure that each slot is never used more
than once on each backup fiber link. The difference between
the two models relies on these constraints. In the dedicated
protection case, two working paths cannot have backup paths
going through the same link ¢ and slot s. On the other hand,
in the shared protection case, two working paths that are not
sharing any link ¢’ can use protection paths going through the
same link ¢ and slot s.

V. SOLUTION DESIGN

Given the huge number of variables/columns in the pro-
posed model, we resort to the Column Generation method
to solve its Linear Programming (LP) relaxation, see, e.g.,
Chvatal [18], if not familiar with this technique. This technique
consists of decomposing the original problem into a restricted
master problem - RMP - (i.e., model (1) - (6) with a very
restricted number of variables) and one or several pricing prob-
lems - PPs. RMP and PPs are solved alternately. Solving RMP
consists in selecting the best lightpaths, while solving one PP
allows the generation of an improving potential lightpath, i.e.,
a lightpath such that, if added to the current RMP, improves
the optimal value of its LP relaxation. The process continues
until the optimality condition is satisfied, that is, the so-called
reduced cost that defines the objective function of the pricing
problems is non negative for all of them. An e-optimal solution
for the RSA problem is derived by solving exactly the ILP
model associated with the last RMP.

Let K, denote the set of requests that have the potential to
be protected by a lightpath starting at slot o: K, = {k € K :
0+ Dy, —1 < |S]}. Let DY be the number of slots needed for
request kin K,: Dy =D fork€ K, : 0+ Dy —1=|5|
and Dy =Dy +1forke K, : o+ D —1<]|S|.

Each pricing problem is indexed by a demand £ and a starting
slot o, and produces a single potential lightpath for protecting
demand £k, starting at slot o.

Definitions of the decision variables are as follows:

ye = 1 if link ¢ is used, O otherwise

s indicates if slot s is used on link ¢ or not.

We first describe the model for shared protection. Let uf)
and u%s be the values of the dual variables associated with
constraints (2) and (6), respectively. The pricing problem can

be written as follows:
6
Z UZZ)'S aéf, zes (7)

min 0 — uf) — Z

(s,£)eSXL (¢'€eL:

2
subject to:
Y>oow= Y w=1 ®)
Lew(sk) Lew(dy)
Z Yy < 2 ’UGV\{Sk,dk} ©)]
Lew(v)

Z Yer 2 Ye

£ew@)\{£}

v eV \{sk,di}, € w)

(10)

o+Dj —1
> w =Dy telL (11)
Yo, Tes € 10,1} (el seSs. (12)
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Constraints (8), (9) and (10) define the routing of the current
request. Constraint (11) reserves a contiguous spectrum chan-
nel for the current request.

We observe that for each link £:

xps =yo for s € {o,...,0+ D7 — 1}

x4 =0for s ¢ {o,...,0 + D7 —1}.

Therefore, the reduced cost can be rewritten:

oc+Dj—1

; 2 (6)
min 0 —wup” — Z Z Z Upprg | Ye-
teL \ VeL: s=c
127
The first term is a constant for each request, and the second
term corresponds to a summation over the links of the net-
work. Therefore, we can solve the pricing problem using the
following objective function:

o+D7—1

min —Z Z Z u(;l),s Ye.

teL \ l'eL: s=o
oL
where u(;e),s are non-positive dual values. We conclude
that, for each request k, the lightpath generator corre-
sponds to a weighted shortest-path problem with link weight:
o+Dj—1
- > S, uf),. As a result, the pricing problem
veLA#l  s=o

when modulation and regenerators are not taken into account
can be solved with a polynomial time algorithm, e.g., Dijkstra’s
algorithm.
In the dedicated protection case, the only difference lies in the
objective function of the pricing problem, defined as:

. 2 5
min 0 — ugc) — Z u(ls) Tys
(s,£)€SXL
where u(kz) and ufj are the values of the dual variables

associated with constraints (2) and (5), respectively. As with
the shared protection case, the problem can be reduced to
finding a shortest path in a weighted graph.

Additional Modulation and Regenerators Constraints.
However, if modulation is taken into account, we need to con-
sider the maximum transmission distance constraint according
to the considered modulation format. Also, a regenerator may
extend the maximum reachable distance with respect to the
chosen modulation format.

Each pricing problem is now indexed by a demand k, a starting
slot o, and a modulation format m, and produces a single
potential lightpath for protecting demand k, starting at slot o,
if such a lightpath exists. In fact, some demands may not be
satisfied, since the reachable distance is not long enough to
reach the destination from the source, even in the presence of
regenerators.

Regenerators add an additional layer of complexity to the
problem. Indeed, without regenerators, for a demand (s, t), we
could only consider to solve the subproblem for the modulation
formats whose transmission reach is greater or equal to the
length of the shortest path between s and ¢. With the presence
of regenerators, this consideration does not apply, since the
transmission reach may be increased.

When considering modulation constraints and nodes with
regenerator capabilities, the pricing problem becomes a
Minimum-Weight Path Problem with a constraint on the path
length. The Minimum-Weight Constrained Path Problem is
proven to be NP-Hard [19]. The problem has been widely
studied and efficient algorithms have been proposed (see [20]
for a survey on the subject).

Our solving strategy is described as follows. Pricing problems
are solved using a modified version of the Label-setting
algorithm for the Shortest Path Problem with Resource Con-
straints [20] based on the dynamic programming approach.
Given a weighted graph G = (V, E), a demand (s,t), the
maximum transmission distance according to the selected mod-
ulation format, and a set of nodes with regenerator capabilities
V. € V, the algorithm starts from the trivial path P = (s).
It is then extended in all the feasible directions considering
both the length of the links and the remaining transmission
distance from the source s, which may have been increased
because of the presence of one or more nodes in the set V.
in the considered path. For each path extension P’ O P,
a dominance algorithm is used in order to maintain only a
Pareto-optimal set of paths or paths which can be extended
to a Pareto-optimal one. When there are no more labels to be
processed, the algorithm stops. A solution of minimum cost is
selected from the set of all computed paths.

VI. NUMERICAL RESULTS

In this section, we evaluate the accuracy and performance
of the proposed models through simulation on two networks
of different sizes and according to different types of metrics.
The results indicate that our models perform well, with an
accuracy better than 1% for CG_DP and 20% for CG_SP in
the considered networks. We also compare the performance of
the dedicated and shared protection schemes, and show the
tradeoff between the time needed to find a solution to the
problem in the two cases and the savings in terms of bandwidth
overhead.

Data Sets. We conduct experiments on two network topolo-
gies: nobel-US (14 nodes, 21 links) from SNDIib [21], and
USnet (24 nodes, 43 links) from [22]. For nobel-US, the
length of each link is calculated using the GPS coordinates
of the nodes, according to the Cosine-Haversine formula. We
assume that there is one pair of bidirectional fibers on each
link, and the available spectrum width of each fiber is set to
be 2000 GHz. We set the bandwidth of a subcarrier slot to 12.5
GHz. We considered four modulation formats: BPSK (binary
phase-shift keying), QPSK (quadrature phase-shift keying),
8QAM (8-quadrature amplitude modulation), and 16QAM (16-
quadrature amplitude modulation). Similarly, as in [23], we
assume transmission distances of 9,600 km for BPSK (M =
1), 4,800 km for QPSK (M = 2), 2,400 km for 8QAM (M =
3), and 1,200 km for 16QAM (M = 4), where M denotes the
number of bits per symbol. The number of considered nodes
with regenerator capabilities is 5 for nobel-US and 10 for
USnet. Locations are chosen according to the betweenness
centrality, an index of the importance of an element in the
network. It measures the extent to which a node lies on paths
between other nodes. Primary paths are computed with the
objective of minimizing the total number of used frequency
slots in the network. All experiments are run on an Intel Xeon
E5520 with 24GB of RAM.
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# # slots # generated : -
Network traffic primary columns e e
requests | lightpaths | oG_pp | cG_SP | CG_DP | CG_SP | CG_DP | CG_SP
20 164 8735 | 12875 | 202 | 17105 | 292 201
nobel-US 40 273 15090 | 21744 | 56 | 2371 546 290
60 457 19028 | 28316 | 816 | 32882 | 816 430
0 344 26828 | 40931 | 574 | 3396 | 574 B3I
USnet 80 856 39514 | 6793 | 1278 | 55737 | 1278 | 713
120 1138 46938 | 80495 | 1790 | 83555 | 1790 | 1021

TABLE I: Numerical results for CG_DP and CG_SP.

Performance of CG Models. Table I summarizes the results
of the two decomposition models for dedicated and shared
protection on the two considered networks. We considered
different numbers of demands. The load of each demand is
randomly selected according to a uniform distribution within
50 — 200 Gb/s.

A first difference can be observed in the number of generated
columns, revealing the different level of complexity of the two
models. This has an impact on the completion time, as can be
observed in Figure 2. The large number of generated columns
is also a consequence of our solving strategy. In fact, in order
to accelerate the time needed to solve the RMP and to find
an ILP solution to the last RMP, at each iteration, we remove
nonbasic columns from the master problem according to their
marginal cost. Thus, the number of iterations increases but, on
the other hand, the time needed to find a solution decreases.
Another difference between the two models is the quality
of the solution. CG_DP may require twice the number of
frequency slots than CG_SP. This is a natural consequence of
the different protection strategies. Moreover, the two models
exhibit a different level of accuracy as expressed by the ratio
of (Zi.p —21p)/2zLp. In the case of CG_DP, it never exceeds 1%,
while, for CG_SP, it may go up to 20%. The main reason for
the difference in accuracy of the two models is the following.
In CG_DP, to reduce the spectrum usage, the goal is to try to
use short paths. This leads to fractional solutions with a small
number of paths (and often a single one) for each demand. On
the contrary, in CG_SP, the goal is to share backup paths as
much as possible in order to reduce the value of the objective
function. This leads to a large number of fractional paths per
demand (sharing frequency slots with backup paths of several
other demands) in the optimal fractional solution. The last
RMP thus contains a large number of path variables with a
nonzero value (often < 0.1) for each demand. Only one of
them will be set to 1 per demand, when solving the last RMP
as an ILP, leading to a larger gap.

Shared vs. Dedicated Path Protection. We now compare the
performances of the two protection schemes. In Figure 3, we
study the impact of the number of demands on the resources
required by the two protection schemes. We keep the total
traffic intensity constant and vary the number of demands. The
traffic is set to be 10 Tbps on nobel-US and 15 Tbps on
USnet. As the results indicate, the two protection schemes
exhibit a very different behavior. As the number of demands
increases, the performance of the shared protection scheme,
defined in terms of used frequency slots improves. On the other
hand, both the primary lightpaths and the backup lightpaths
computed according to the dedicated protection scheme, tend
to require more resources as the number of demands becomes
larger. This is not surprising, since an increasing number of
demands improves the frequency slots’ sharing opportunities
of the lightpaths. In fact, in the shared protection scheme
two link-disjoint primary lightpaths may share frequency slots
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Fig. 2: Average completion time as a function of the number
of demands
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Fig. 3: Average number of frequency slots used as a function
of the number of demands

in their backup paths. The benefits of shared over dedicated
path protection is about 20% and 40% in the two networks
according to the number of demands. Indeed, the benefits tend
to increase with the number of considered demands. These
results are similar to the ones reported by [12] and [13].

Regenerators and Modulation Formats. Since, in optical net-
works, regenerators are costly, we are interested in evaluating
the impact of the number of regenerators on the lightpaths.
In Figures 4 and 5, we study the impact of the number
of regenerators on the paths’ latencies and on the spectrum
requirements for the protection. We consider 50 demands for
nobel-US and 100 demands on USnet. As the number of
nodes with regeneration capabilities increases, from 0 to 10 for
nobel-US and from 5 to 15 for USnet (Fig. 5), the spectrum
requirements of the primary lightpaths and of the backup
lightpaths decrease in both protection schemes. The reason is
that a higher number of regenerators allows the lightpaths to
use better modulation formats (in terms of bits per symbol)
and consequently to use fewer resources. However, when
considering lightpaths’ latencies, the two protection schemes
behave surprisingly in a strikingly different way. While, in the
dedicated protection case, backup lightpaths’ latencies tend to
decrease, in the shared protection case, we observe the reverse
phenomena. The explanation is the following. In dedicated
protection, backup paths cannot be shared and, thus, the only
means to reduce the number of used frequency slots is to
use shorter paths. This is what happens when increasing the
number of regenerators. Indeed, both primary and backup
lightpaths need fewer resources, as they may now use more
efficient modulation formats. This leads to increased spare
capacity, allowing backup paths to use shorter routes. In shared
protection, the situation is different. Indeed, there are two ways
to reduce the spectrum usage: shorter paths as for DP, but also
increased sharing of backup paths. The second way happens to
be predominant in our experiments: regenerators allow better
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Abstract—We propose a stacked modulation mechanism to
realize the transmission convergence of fixed broadband and
wireless access networks. As an integrated solution, the direct
current biased analog signal for wireless data is multiplied by the
digital optical signal carrying fixed broadband service, where the
low-speed analog signal becomes an envelope of the high-speed
digital signal. At the receiver, the analog signal is firstly recovered
with the image edge detection algorithm, after which the digital
signal is recovered with the least-square algorithm. This scheme
can realize fixed and mobile convergence with a single
wavelength, which reduces the access network cost in terms of
number of transceivers. Besides, the link capacity and spectrum
efficiency are also improved. Moreover, this method is compatible
with the existing access networks since the transceivers can be
adopted to the scenario by turning off the unused modules.
Simulation results show that in case of intensity modulation direct
detection system sensitivity, penalty of only 1~2 dB can be
obtained for the 10Gbps/A passive optical network when
broadband access services are favored. Meanwhile, the wireless
service needs more power than the broadband service to achieve
the QoT requirements, and it has a higher penalty (~ 5 dB)
compared with broadband access services.

Index Terms—Fixed and mobile convergence, stacked
modulation, optical access network, wireless access network.

I. INTRODUCTION

ITH the massive deployment of novel wired and wireless
applications, the high bandwidth requirements have put
great pressure on communication infrastructure. To solve the
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capacity bottleneck, optical fiber communication is considered
as an attractive technology to enable fixed and mobile
convergence (FMC) [1-5], especially point-to-point (PtP) and
wavelength division multiplexing passive optical network
(WDM-PON), which provide a dedicated channel with
ultra-high data rate. FMC allows operators to offer various
services through a common infrastructure and hence leads to a
great potential for cost saving.

The current research on FMC [4] is mainly addressing the
network layer, focusing on the sharing and reconfiguring
network infrastructure and functional units to realize the
convergence. However, the transmission equipment to support
fixed broadband and mobile services is still developed
separately. One of the key reasons is that the fixed broadband
and mobile systems utilize different transmission technology.
For instance, digital signals, such as on-off keying (OOK), are
often used for fixed broadband access, while in radio access
network analog signals are recognized as promising candidates
[5]. Although the fixed and mobile services can be carried out
in the common network infrastructure, they need independent
channels for their own transmissions. Thus, it is not possible to
share the transmission equipment, leading to high cost and low
flexibility. To solve these challenges, two major convergence
technologies are proposed in physical layer based on digital and
hybrid transmission.

The digital transmission convergence solution attempts to
digitize the wireless analog signal and then transmit it in the
optical fiber, e.g., enhanced common public radio interface
(eCPRI) [6] for fronthaul, which can be further multiplexed
with the digital fixed broadband data by using time division
multiplexing (TDM) or WDM techniques [7-8]. Here some
costly devices for high-speed analog-to-digital converter
(ADC) and digital-to-analog converter (DAC) are needed.
Besides, the multiplexing of digitized wireless and wired
signals requires a very high capacity fiber links and worsens the
latency performance. On the other hand, the hybrid
transmission convergence technology is realized by overlaid
modulation techniques [9-11] or simply putting together the
baseband optical data and analog wireless data [12,13], which
are multiplexed in frequency domain. Overlaid modulation is
realized by modulating low speed digital data on top of the
high-speed analog data, such as cascading optical lasers [9],
modulating control or monitoring signal over analog data
signals [10-11], etc. However, specially designed signals for
FMC are utilized in [9-13], which is not efficient in the real
deployment scenarios where the challenges, such as the
modulation crosstalk interference and system inefficiency due
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to the additional overhead need to be addressed.

In this paper, we propose to stack analog modulation on top
of the digital signals. It leads to a hybrid transmission of both
analog and digital signals over a single wavelength channel,
which not only enhances the link capacity and spectrum
efficiency, but also reduces the network cost compared with
two separated transmission systems for fixed broadband and
mobile services. Besides, some digital signal processing (DSP)
modules can also be switched off to allow compatibility with
the legacy infrastructure. The simulation results show that the
proposed scheme utilizing an intensity modulation direct
detection (IM/DD) system only causes a minor sensitivity
penalty (1~2 dB) for the 10Gbps/A PON after optimization for
broadband access services. At the same time, the wireless
service needs more power than the broadband service to
achieve the QoT requirements, and it has a higher penalty (~ 5
dB) compared with broadband access services.

II. OPERATIONAL PRINCIPLES
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Fig. 1. Schematic architecture supporting FMC by using the proposed stacked
modulation scheme.
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Fig. 1 shows the schematic architecture supporting FMC by
utilizing the proposed stacked modulation scheme. As shown in
Fig. 1, the wireless analog signal at distributed units (DU) and
optical digital signal at optical line terminals (OLT) are stacked
modulated at the integrated central office (CO). The stacked
modulated signal is injected into the feeder fiber and
broadcasted at the remote node by optical splitter. At each
optical network unit (ONU) or wireless access point (e.g.,
remote radio unit (RRU), base station), the digital or analog
signal is received accordingly. For instance, FTTH users
(ONUs) would need digital signal transmission, while RRU
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nodes prefer to deal with analog signals. The optical and radio
signals from the user side can also utilize this stacked
modulation for the upstream transmission. The system
architecture with stacked modulation are described in Section.
Il. A, while the transmitter and receiver design of stacked
modulator along with the corresponding mathematical
expressions are presented in Section. 11. B and C, respectively.

A. System Architecture

Fig. 2 shows the architecture of a stacked modulation
system for both upstream and downstream transmission. In the
downstream direction, the biased wireless access signal (e.g.
orthogonal frequency division multiplexing, OFDM) is
multiplied by a digital signal coming from the fixed broadband
access network (e.g. on-of-keying, OOK), then the multiplied
signal is modulated to optical domain with the optical
modulator. The signals from different transmitters are
multiplexed by WDM. The remote node (RN) delivers the
signal to each ONU. Considering NG-PON2, where
WDM-PON variant is included, the RN in Fig. 2 can either be
power splitter which is compatible with the legacy PON
deployment or wavelength-sensitive component (like arrayed
waveguide grating AWG) that can split wavelengths to
different ONUs. If the splitter is used at the RN, at the receiver
a filter is required before photo-detector. The analog signal is
first recovered by envelope detection, then, the digital signal is
recovered by least-square solution. The principle can also be
applied to the upstream, where the stacked signal is transmitted
to the central office and recovered by the proposed
demodulation schemes.

B. Transmitter Design

Without loss of generality, we consider OFDM as an
example for analog signal and OOK (realized by non-return to
zero, NRZ format) as an example of digital signal here. Fig. 3
(a) shows the scheme of transmitter based on the proposed
stacked modulation for FMC. In such a transmitter, the wireless
user data in the frequency domain is modulated by quadrature
amplitude modulation (QAM) format. After QAM modulation
and subcarriers mapping, data is forwarded to inverse fast
Fourier transform (IFFT) implementation. After that, the cyclic
prefix (CP) is inserted in front of the multicarrier signal, and
then the parallel to series converted (P/S) time-domain signal
Va is multiplied by a extinction factor a to adjust the power
ratio between the analog and the digital signal. Then, aVa is
added with a direct current (DC) offset Vbpc to make the
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Fig. 2. System architecture of stacked modulation.
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minimum value of analog signal larger than the minimum value
of digital signal Vu. Finally, the analog signals and digital
signals are multiplied to generate the stacked modulated signals
Vi. The mathematical expression is shown in Eq. 1.

Vi =Vpe +aV,)*V, (D

To be able to also generate pure analog or digital signals,
there are two decision modules. First, if the transmitter needs to
generate pure analog signals, it directly jumps to the DAC
module to generate analog signals. In the second decision
module, if the transmitter only needs to generate digital signals,
it directly jumps to the DAC module to generate the digital
signal. Thus, in case FMC is not needed, this transmitter can
also generate either pure digital or analog signals.
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Fig. 3. (a) Transmitter design for the proposed stacked modulation, (b)
Receiver design for the proposed stacked modulation.

C. Receiver Design

The stacked modulated signals are transmitted into the
fiber, detected by photoelectric detector, and converted to
electrical domain. It can be expressed by Eq. 2 where the
channel distortions h(t,f) and noise Vw induced by chromatic
dispersion and fiber transmission attenuation are considered. In
the mathematical model shown in Eq. 2, ® means the
convolution for channel response.

V. =V, ®ht, f)+V,, (@)

Fig. 3 (b) shows the receiver design to support the proposed
stacked demodulation for FMC. At the receiver side, the analog
signals are first abstracted from the received signal Vr by image
edge detection algorithm. More specifically, the symbol of the
stacked modulated signals is stored as a two-valued image by
image cache, and then the envelope of the stacked signals, i.e.,
the DC-biased analog signals, are recovered by edge detection
E{.}. In this paper, Canny edge detection algorithm [14] is
adopted, which followed a list of criteria, such as low error rate,
well localized edge points, one response to a single edge, to
improve accuracy edge detection. Based on these criteria, the

Canny edge detector first soothes the two-valued image of
stacked modulated signal to eliminate the noise. Then, it finds
the image gradient to recognize regions with high spatial
derivatives. The algorithm then tracks along these regions and
suppresses any pixel that is not at the maximum. After that,
hysteresis is used to track along the remaining pixels that have
not been suppressed. Finally, the edge of stacked modulated
signal is abstracted and converted to the analog signal after
normalization. The algorithm flow is shown in Fig. 4.

Algorithm 1:

Input: two-valued image of stacked modulated signal Vr
Output: envelope of stacked modulated signal (analog signal) Va*

Sep 1: Apply Gaussian filter to smooth the image;

Sep 2: Recognize regions with high spatial derivatives;

Step 3: Tracks along the regions in Sep 2 and suppresses any pixel that is not at
the maximum;

Sep 4: Hysteresis:
Finalize the edge detection E{.} by suppressing the other weak edges .

end

Fig. 4. Description of edge detection algorithm.

The recovered analog signals are modulated to the radio
frequency, and finally transmitted to the wireless user by
antenna. After removing the envelope of the recovered signal, a
least-square algorithm is used to recover the digital signals. The
mathematic model is shown in Eq. 3.

V = Vr(VDC +aE{Vr})’1,digital (3)
* | EV.}— mean(E{V, }), analog

Meanwhile, demodulation is also made for evaluating the
upstream performance of analog signals, e.g., OFDM, the
serial-to-parallel (S/P) converted signal first passes through the
low pass filter and removes the CP, and then it is sent to the
FFT implementation. After subcarriers de-mapping, the pilot
based channel estimation (CE) method in our previous work
[15] is used. After the CE, the symbols are sent to the QAM
demodulation module for user data recovery.

Similar as the transmitter design, there are also two decision
modules in the receiver which get the recognition of the
modulation types from the network control layer. First, if the
signals are stacked modulated, the image edge detection
algorithm is utilized to recover the analog signals and then
recover the digital signals. If purely analog signal is considered,
it directly jumps to the branch for analog signal demodulation.
Otherwise, it directly jumps to the branch for digital signal
demodulation (e.g. 0-1 decision) module.

III. PERFORMANCE EVALUATION
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Fig. 6. Envelope detection with (a) image edge detection, (b) bandpass FIR filter and (c¢) Hilbert transform method. (the original stacked modulated signal (blue
curve) and the one detected by different methods (red curve))

To demonstrate the feasibility of the proposed solution, we
have implemented our approach in the simulation tools using
MATLAB 2014b and Optisystem 7.0. The OOK signal is
randomly generated with 10Gbps data rate. The IFFT point of
OFDM signal is 16384 and analog signal bandwidth is
200MHz. The QAM order is 16. The simulation is carried out
by optical intensity modulation and direct detection
transmission (IM/DD) system. The simulation setup is shown
in Fig. 5. The amplified signals are downloaded to the DAC. A
MZM is used for modulation with an ECL (15dBm, 1550 nm).
Optical signal is transmitted over 20km SSMF. At the receiver,
a variable optical attenuator (VOA) is used to change the
received optical power for bit-error ratio (BER) measurements.
The signal is detected by an APD. Then, the signal is captured
by ADC.

First, to confirm the feasibility and effectiveness of the
envelope detection in stacked modulation scheme to distinguish
the OFDM signals from OOK signals, we test the image edge
detection algorithm and compare it with band-pass FIR filter
method [4] and Hilbert transform method at ideal channels (i.e.
no channel noise). The results are shown in Fig. 6. For
comparison, we plot the original stacked modulated signal
(blue) and the one detected by different methods (red) in each
sub-figure in Fig. 6. It can be easily seen that image edge
detection algorithm can perfectly recover the analog OFDM
envelope. Moreover, its complexity and overhead are
comparable with the other methods. On the other hand,
band-pass FIR filter method and Hilbert transform method
cannot perform as good as the proposed image edge detection
algorithm. Since the multiplication will bring frequency
overlap, simple filtering operations cannot filter out the
distortions, and the last two schemes cannot mitigate the
modulation crosstalk.

Secondly, to evaluate the influence of extinction factor a
and DC offset Vpc on the stacked modulation format, we have
shown the BER performance of OOK and OFDM in terms of a
and Voc in Fig. 7. The received optical power levels are
-32dBm and -24dBm, respectively. With the increase of
extinction factor a, the performance of OFDM becomes better
since it has more power in the stacked modulation, while the
performance of OOK becomes worse. With a smaller value of
a, the performance of OOK becomes better since its power ratio
is larger and the waveform becomes flatter. For DC offset Vbc,
the trend is opposite. When the DC offset Vbc increases, there
is more power allocated to OOK signals and its performance is

enhanced. When Voc decreases, the power of OFDM is higher,
and it outperforms the OOK in the stacked modulation. Overall,
there is a clear trade-off between digital and analog
transmission in stacked modulation format. In the real
implementation, the power ratio between digital and analog
signals can be flexibly configured to meet requirements on
quality of transmission (QoT). If QoT requirement of analog
signal is high, then o should be increased and Vbc should be
decreased. Otherwise, a should be decreased and Vpc should be
increased.
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Fig. 7. BER performance of (a) OOK and (b) OFDM in terms of & and Vpc .

Finally, to demonstrate the impact of stacked modulation on
the existing PON and wireless access network (e.g. mobile
fronthaul) transmissions, the BER versus received optical
power of OFDM and OOK are shown in Fig. 8 and 9,
respectively. Here, the extinction factor & and DC offset Vbc
are chosen to give more power to OOK transmission in PON,
which is shown as an example for flexible QoT choice. The
common schemes of digital and analog modulations are also
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realized by turning off modules in stacked modulations. It can
be seen from Fig. § and Fig. 9 that the power penalty of stacked
modulation compared to purely OOK transmission in 10Gbps/A
PON is 1 ~ 2 dB at hard-decision forward error correction
(HD-FEC) threshold at BER=3.8e-3 [16], which will not
obviously influence the power splitting ratio and access point
numbers of the legacy PON infrastructure. Besides, it is also
shown that considering physical layer constraints, the eCPRI
(digital) transmission [6] can also be supported by stacked
modulation.
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Fig. 8. BER versus optical received power of OOK.

For wireless access network, the power penalty here is 4 ~ 5
dB at HD-FEC threshold. This is because that there is less
power allocated to OFDM signals, which also fits the
performance analysis of Fig. 7. To improve the QoT of wireless
access networks, more power should be allocated to the analog
signals. Since the main idea here is suggesting to use PON to
load the wireless services while holding the fixed broadband
services, QoT requirements of PON is comparatively higher
than wireless access network. Otherwise, the parameters can
also be adjusted to meet the QoT of wireless access network.
Besides, the transmission performance of the envelope of the
stacked modulation is also comparable with the purely analog
wireless access network, which can also reduce the capacity
requirement compared to eCPRI.
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Fig. 9. BER versus optical received power of OFDM.

IV. CONCLUSIONS

We propose a stacked modulation mechanism to realize the
transmission convergence of fixed broadband and wireless

access. The solution is applicable for both upstream and
downstream transmission. As an integrated solution, it stacks
the analog multicarrier signals on top of the digital signals. This
scheme is also compatible with the existing transceivers in
wireless and optical access networks. It offers several benefits,
such as significantly reduced system cost and enhanced
spectrum efficiency, while according to our simulation results
the sensitivity penalty for the 10Gbps/A PON is only 1~2 dB
after optimization for broadband services. If the QoT of
wireless access is higher, the performance of wireless access
can also be improved by increasing the power ratio of wireless
signals in stacked modulation.
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Abstract—As network architectures ar e continuously evolving
and being integrated with new technologies to meet the demands
and requirements of future applications, many new possibilities
and challenges emer ge. Additionally, the evolution of user devices
has brought other new possibilities, where devices in the same
vicinity can offer and exchange services with each other. A vision
that has led to developing various service discovery and
composition models that aim to satisfy different constraints while
ensuring a better quality of service.

In this paper, we consider service discovery and composition
in an optical access network, serving as a backhaul for a wireless
front-haul, and examine how it can be greatly affected by the
underlying bandwidth allocation scheme. We compare the
performances of centralized and decentralized-based service
compositions and study their side effects on upstream traffic.
Numerical results demonstrate how decentralized allocation can
be much better suited for supporting such service models and
associated traffic in terms of both service delays and side effects
on regular upstream traffic.

Keywords—Edge computing, Ethernet passive optical network
(EPON), fiber-wireless (FiWi), fog computing, long-reach passive
optical networks (LR-PONSs), offloading, service composition

I. INTRODUCTION

The evolution and widespread of mobile and 10T devices
has led to a new era, where everything is now being reshaped
to fit arising trends and better serve tomorrow’s requirements.
On one hand, network infrastructures have been constantly
evolving and going through many reformations to better
accommodate the exponential increase in user traffic and to
meet application requirements with improved service quality.
On the other hand, breakthroughs in the capabilities of edge
and mobile devices, in terms of memory, computational power,
and storage capacity, had led to broad possibilities of how
services can be provided.

As edge devices are becoming smarter and more powerful,
with a wider range of functionalities, fog and edge computing
paradigms continue to spread, addressing the new demanding
application requirements. These new paradigms enable the
storage and computational resources of the cloud to be
extended all the way to the edge of the network [1]. Not only
does this enable resource-constrained devices to offload more
tasks with strict latency or location-aware requirements, but it

978-3-903176-07-2.00 © 2018 IFIP

also alows much of their generated traffic to be processed at
the network edge instead of being carried to the cloud [2].

The advances made in end devices themselves and their
ample widespread has aso introduced new possihilities, where
devices in the same vicinity can start exchanging services. This
new vision has led to devel oping various service discovery and
service composition techniques, where individual services, in a
service-oriented environment, can be looked up and properly
combined to solve more complex tasks [3]. While the
environment can be anything from a mobile network to a deep
space research station, the service itself can be any accessible
software component, hardware resource, or data segment that
can be offered to other devices [4]. This concept brings many
potential assets for a wide range of applications and scenarios
such as image processing, sharing GPSinternet data, crowd
computing, social networking, or aggregating and integrating
sensor data to discover meaningful trends such as current
weather or traffic conditions [5].

The ubiquity of mobile devices and their evolution into
significant service computing platforms has thus drawn much
attention in the literature. Some studies focused on the devices’
mobility aspect and how it may affect the feasibility of service
composition [6]-[8], whereas other studies considered it from
an energy consumption perspective [9]. In this paper, we study
the feasibility of service composition in optical access
backhauls, which are widely believed to play a vita role in
tomorrow’s infrastructures given their high offered capacities
and their cost-effective deployment and operation [10]-[12].
Many architectures have already proposed integrating them
with fog computing in order to better serve wireless front-
hauls[13]-[15]. Still, the effects of offloading traffic on the
network performance as well as the feasibility of service
composition itself, in optica access networks, have not yet
been addressed. Moreover, many studies only focused on
achieving performance gains in the wireless front-end with
little regard to the backhaul and its possible bottlenecks [ 16].

In this paper, we investigate the performance of offloading
services and retrieving results, in a long-reach passive optical
network (LR-PON), when the underlying dynamic bandwidth
alocation is either centralized or decentraized. We aso study
the effect of carrying this new type of traffic on regular traffic.
In Section |1, we start by formulating our service discovery and
composition problem. In Section I11, we then demonstrate how
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service composition can be accomplished in each dlocation
paradigm. In Section IV, we present numerica results, whereas
Section V concludes the study.

Il. PROBLEM FORMULATION AND ASSUMPTIONS

In this section, we first describe the network architecture of
the fiber-wireless (FiWi) network under consideration before
laying out the service composition problem and its relevant
assumptions.

A. Network Architecture

LR-PONs were first introduced around a decade ago as a
highly cost-effective broadband solution since they can extend
the coverages of traditional PONs up to a 100km or more. This
alows combining access and metro networks into a single
integrated network as well as connecting more users, thereby
saving huge operational and capital costs[17]. Fig. L illustrates
one of the most common LR-PON architectures, in which each
access zone is served by dedicated upstream and downstream
wavelengths that enable the optical network units (ONUS) to
communicate with their associated optical line terminal (OLT).
The ONUs can then be connected to access points or base
stations that enable them to serve wireless devices or they can
alternatively be connected to wired subscribers[13].

Because the network in the upstream direction forms a
multipoint-to-point network, where multiple ONUs transmit
toward the OLT through a shared medium, some form of
channel arbitration is required to coordinate the ONUS
transmissions and avoid data collisions. For that purpose, time-
divison multiple access (TDMA) has been adopted in most
PON standards, where each ONU is periodicaly alocated a
timeslot for transmission. This upstream bandwidth alocation
can then either be centralized or decentralized.

B. Edge/Fog Computational and Storage Resources

There have been many architectures in the literature that
propose connecting cloudlets or micro-datacenters to optical
access networks in various ways [13]-[15]. Alternatively, some
studies proposed forming a local cloud from the resources of
the optical network itself [18]. Besides being relatively close to
each other, the computing and storage resources of the ONUs
together exceed that of the OLT by more than eightfold. This
led to the idea of making these ample resources accessible to
their connected devices.

In this paper, we consider a LR-PON with N ONUSs capable
of receiving service requests from their connected devices. To
formulate our service composition problem, we assume the
following with regard to the available computational resources:

e each ONU is capable of running some computational
tasks besides its main functions as well as using part of
its memory for storage purposes,

¢ ONUs in the same network are identica (homogenous
computing resources),

e an ONU can compose a service from its own offered
services or from those currently offered by its
connected devices with acceptable battery levels.

~—

Fig. 1. FiWi architecture with a LR-PON backhaul.

We then assume the following assumptions for a given
requested service (offloaded task):

e atask T isrequested by a user device connected to an
ONU which we call the client ONU or ONUc,

o if the request is accepted, task T is to be carried out
using some offloaded data and an associated set of
operationsthat are altogether R bytesin size,

e R is fragmented into Ethernet packets that add up to
D bytesin size (including overheads),

e task T may be a composition of multiple services that
can be broken into S subtasks or services, which may be
composed and run on multiple devices,

o ather the OLT (centralized case) or the client’s node
ONU. (decentralized case) will be responsible for
finding an ONU with enough resources to manage the
service composition based on a utility function U,

o the elected composition manager ONU, which we call
ONUm, will be responsible for composing the service,
collecting the final result (which is E bytesin size), and
sending it back to ONU_,

Finally, in our work, we assume that regular upstream traffic is
always given higher priority than service traffic. In other
words, only unused bandwidth is used for offloading and
exchanging edge traffic.

C. Offloading and Service Composition

Before a device can offload a task to the network, the
device must first construct a requirement list that specifies the
services required and its corresponding QoS requirements for
each service. The device then embeds this list into a service
request message that it sends to the ONU to which it is
connected. Once the ONU receives this service request, four
phases are then required to compose the requested service,
assuming that the client’s ONU does not currently have the
resources to do the service composition itsdlf:

1) Composition Manager Selection Phase
Using the cyclic updates collected from other ONUSs, either
the OLT (in the centralized case) or ONU¢ (in the decentralized
case) elects an ONU that will manage the service composition.
The elected ONU (ONUy,) will be the one that currently hasthe
highest available computational resources, offers the requested
services, and meets the QoS requirements of these services.
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Similar to [4], this ONU election can be based on a utility
function U, which can be expressed as;

U(ONU;) = aN(ONU)) + AM(ONU)+ yQ(ONU) (1)

where N and M are the numbers of services currently being
offered by the i" ONU itself and by the devices connected to it,
respectively, whereas Q is a metric that reflects the similarity
between the services offered and those requested. «, £, and vy
are corresponding weights that may be used to prioritize one
utility parameter over the others. After ONUy, is successfully
elected, the task has to be passed on to it. ONU. can then
accept the service request from the device, alowing it to
offload any task data, before forwarding it to ONU,.

2) Service Discovery Phase

In this phase, the selected composition manager performs
the service discovery process, in which it investigates al the
services offered by its connected devices as well as by itself.
The manager then selects the best available services that are to
be integrated together to provide the required service. The
service discovery phase is thus composed of two main steps:
forming a candidate list and ranking each candidate.

The first step requires ONUn, to have a list of the services
currently being offered by the devices in its vicinity along with
their corresponding QoS metrics. This list may be already
available to ONUy, through alocally cached description, which
can easily be gathered from its connected devices’ periodic
updates. Moreover, the services must be represented by their
storage or computational capabilities as well as their particular
servicetype (i.e., 100MB memory storage availability or 1GHz
processing speed).

The second step, however, must use some information from
the service request message to compute the rankings of the
available services using a ranking function R, such as;

R(s) = We.wr.Sim(s, S) )

where w; and w; are weights that reflect the availability of a
candidate service and the priority of a required service,
respectively, whereas sm(s, S) is a similarity function that
matches between a service offered 5 and a set of reguested
services S of similar nature. If multiple instances of the same
service exist, the weight w, can be used to give preference to
one over the others based on some metric (e.g., distance: the
nearest one or the one having the least number of hops).

3) Service Integration and Execution Phase

In this phase, ONUn coordinates the execution of the
selected services in the order specified by the service request
message. It also ensures the transfer of intermediate results
from one service to another when necessary. Execution can
therefore occur in a distributed manner, where partia results
received from a service (executed on one device) can be
transferred to the following service (executed on ancther).

4) Result Collection Phase
Finaly, if one or more of the services produces aresult, the
final output must be sent back to the device where the service
request originated. This means that results first need to be
gathered by ONUy, and then sent back to ONU¢, to which the
deviceis connected.

Maximum window for ONU,
—t—

OoLT >
o]
= 1)
2] [ '-/
: c |5
@ £ |~
g |e
S [T
: g |u
ONU rg >
=R >
ONU,
f S

SafvicH Pagliest Edge traffic portion

[ 4 Report ¥ Grant [/ Data Transmission [ Requestj

Fig. 2. Centralized-based service composition offloading.

Of these four mentioned phases, the second two phases, in
which the service has aready been transferred to ONUy, are
not dependent on the underlying bandwidth alocation, in
contrast to the first and last phases, in which the data is
transferred back and forth between ONU. and ONUp. In the
next section, we study how these phases can be carried out in
each bandwidth allocation scheme.

I11. SERVICE COMPOSITION IN LR-PONS

The exchanging of service requests and offloaded traffic is
different in each allocation scheme. In this section, we examine
how it can be carried out with centralized and decentraized
bandwidth allocation paradigms.

A. Centralized DBA - Palling

Centralized dynamic bandwidth allocation (DBA) has been
widely considered in the literature [19]-[21], in which, the
OLT arbitrates the ONUs’ bandwidth alocation. Asillustrated
in Fig. 2, the OLT basicaly polls each ONU with a grant
message, giving it a window to transmit according to a
previously received report message that reflects the ONU’s
gueue status. ONUSs, on the other hand, do not need to monitor
the network state nor exchange any information, which makes
their design rlatively simple.

With no direct inter-ONU communications in centralized
allocation, ONU. will have to forward the service request to the
OLT, which would then be responsible for selecting the
composition manager (ONUr) based on information gathered
from its most recently received reports. This, of course, would
require ONUs to continuously append the availability of their
resources and offered services in all their outgoing reports,
something that is not found in a conventiona alocation
algorithm. Once the OLT elects a composition manager with
enough resources to carry out the task, it will accept the service
request and start granting ONU¢ more upstream bandwidth up
to the maximum alowable by its service level agreement.
Using this additionally allocated bandwidth, ONU. will start
uploading the relevant task data, as illustrated in Fig. 2. This
can last for more than one cycle depending on the ONU’s
current upstream load and the size of the offloaded data.
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After receiving the offloaded data, the OLT forwards this
data to ONUn,, dong with the origina service request and its
requirement list. ONUny then carries out the service
composition, integration, and execution phases, before sending
back the results to ONU.. This again is done by sending them
first to the OLT using the excess bandwidth granted by the
OLT initsfollowing transmission windows.

B. Decentralized DBA

Because polling forms the basis of centralized DBA, the
performance of such alocation greatly depends on the round-
trip times (RTTs) imposed on the bandwidth negotiation
messages exchanged between the ONUs and the faraway OLT.
While this does not pose chalenges in traditional PONs with
10-20km spans, RTTs become more severe in LR-PONs
causing the DBA performance to considerably degrade [19].
Decentralized bandwidth alocation has therefore been
proposed as an dternative for LR-PONs, where the ONUs
themselves manage the upstream media access instead of
having to periodically report their buffer status to the remote
OLT and then wait for grants to transmit. However, for the
ONUs to successfully manage the upstream media access, they
need to communicate together; something that was not needed
nor available in the origina network design.

One possible way of achieving inter-ONU communications
is to place a fiber Bragg grating (FBG) near the remote node
which sdlectively reflects back a single wavelength to the
ONUs facilitating an out-of-band (OOB) multipoint-to-
multipoint network. This was shown in [22] to be a viable
option for inter-ONU networking and was also used in [23] as
the basis for a decentralized media access scheme.

In [23], this inter-ONU communications technique was
used to enable the ONUs to take turns transmitting on the
upstream wavelength by announcing to each other the
durations of their transmissions. This was done by making each
ONU send a very short time-stamped frame (a tag) at the
beginning of its transmission, announcing how many bytes it
intends to transmit without exceeding a certain maximum. This
maximum was set by the OLT during an initialization phase
according to the ONU’s service level agreements. Chances of
upstream inter-transmission gaps are then reduced since the
time it takes the frame to reach the following ONU on the
control channel will be during data transmission on the
upstream channel. With no reports to the OLT, the delays in
this decentralized scheme are fully independent of the RTTs.
Instead, the delays depend on the distances between the ONUs
and the reflective device.

In this work, we modify this OOB tagging scheme to allow
edge data to be exchanged between ONUSs on this additional
channel during an offloading or a result retrieval phase. We
propose to place aflag in the tag message, which, if toggled by
an ONU, will indicate that this ONU needs to transmit edge
traffic in the next cycle. Asillustrated in Fig. 3, once this flag
is toggled, the ONUs switch to another tagging scheme in the
next cycle, where dl the tags are immediately sent in the
beginning of the cycle, thereby giving room for edge traffic to
be exchanged. This tagging scheme continues to be used by all
ONUs as long as one of them still has atoggled flag in its last

Default Tagging Scheme
(ONU; and ONU; declare edge traffic)

Offloading Tagging Scheme
(ONU; and ONU; transmit edge traffic)

! { |

_
0OB edge traffic window

0O0B Tag
[ D Upstream data l, 0OOB Tag x(with toggled flag) D Edge trafﬂcj

Fig. 3. Default decentralized tagging scheme and proposed offloading
tagging scheme which is provoked when the edge traffic flag is toggled.

tag message. Additionally, the OOB edge window can be
shared among multiple ONUs by simply dividing it equally
among those ONUs which had their flag toggled in the
previous cycle. Alternatively, the ONUs may share the length
of their OOB transmissions along with the toggled flag for
better OOB utilization and lower edge delays.

Because tags are exchanged in the beginning of the cycle
(during the upstream transmission of the first ONU), ONUs
cannot transmit more than what had already been announced in
their tags. The ONUs may therefore choose to reserve the same
transmission windows they used in the previous cycle, by
announcing so in their outgoing tags, even though they may not
have enough packets yet in their buffers to fully utilize these
windows. This however gives each ONU the chance to
accommodate some newly arriving packets between the time of
sending itstag and the time it startsits upstream transmission.

Inter-ONU communications in the decentralized scheme
enable the first and last service composition phases, discussed
in Section |1, to be carried out in a different manner from its
centralized counterpart. Here, ONU. will be responsible for
electing the composition manager from the information
received in the last N — 1 tags. This means that al ONUs need
to continuously append their computational status and offered
services in any outgoing tag message similar to what is
proposed to be done within centralized reports. Using this
information, ONU. directly selects ONUy, without involving
the OLT, and broadcasts this selection in its next outgoing tag.
This particular tag will not only specify the selected node, but
will also have its offloading flag toggled so that the ONU may
directly start transferring the service data to ONUy, within the
next cycle. Contrary to the centralized scenario, edge data here
does not have to go through the OLT. Instead, it is directly
broadcasted to al the ONUs on the OOB channel. Once the
necessary input data reaches ONUy, the second two phases can
then take place similar to the centralized scenario.

After finishing the service integration and execution, ONUn,
sends back its output to ONU. again using the OOB channd in
asimilar manner as was done in the first phase.

IV. NUMERICAL RESULTS

In our study, we consider a 100km long-reach symmetric
Ethernet PON consisting of an OLT and 16 ONUs. The ONUs
are placed randomly in the last 5km of a 100km network span,
assuming that the FBG is located 95km away from the OLT.
ONUs share an upstream wavelength of 1Gbps, whereas from
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Fig. 5. Number of offloading and retrieval transmission cycles for a 5SMB
task with a 500K B result.

the access side the end-users have an access rate of 100Mbps.
Each ONU has a 10Mbytes buffer, whereas the traffic model
used is sdf-similar Ethernet traffic, constructed from
aternating on/off Pareto-distributed streams with a Hurst
parameter of 0.8, similar to the traffic model used in [19], [23].

In order to compare the performances of the two schemes,
the maximum cycle duration is set to 5ms for both schemes
with 5us inter-transmission guard intervals for both in-band
and out-of-band traffic. For the proposed decentralized scheme,
we set the OOB transmission rate to 1Gbps, through which
ONUs also inform each other of their edge transmission sizes
in their outgoing tags with toggled flags. During edge traffic
exchange, ONUs reserve the same transmission windows they
used in the last normal cycle.

A. General Performance

Fig. 4 illustrates the offloading and retrieval delays for a
5MB task having a 500KB result. It can be seen how, in
centralized alocation, the delays increase with the increase of
the upstream traffic load, especialy at |oads greater than 90%.
This is because, as the network load increases, unused excess
bandwidth in the ONUs transmission windows decreases. With
normal upstream traffic having a higher priority, edge traffic
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Fig. 6. Effect of service traffic on regular upstream traffic.
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would then take longer to transmit and would last for more
cycles under heavy loads. This can aso be seen in Fig. 5,
which shows the number of cycles used to exchange edge
traffic for both schemes. On the contrary, edge delays in the
decentralized scenario seem to be unaffected as the load
increases. In fact, the number of transmission cycles is shown
to decrease with increasing the network load. This is because,
as the cycle is extended more towards its maximum, a larger
OOB edge transmission window is formed.

B. Effect on Upstream Traffic Delays

Fig. 6 shows how pretransmission delays of regular
upstream traffic are affected during an offloading phase.
Injecting edge traffic on the upstream wavelength is shown to
have a significant effect on centralized upstream traffic delays,
but has no effect on decentralized delays. This is because
injecting edge traffic extends the centralized polling cycle, by
the additional excess bandwidth portion used for edge traffic,
causing more delays for queued upstream traffic. On the other
hand, exchanging edge traffic is implemented out-of-band in
the decentralized scheme without causing any cycle extensions.

It is worth mentioning that the effects seen in Fig. 6 are
only caused by a single ONU’s offloading. The effects will
therefore be exaggerated in the centralized scheme when
multiple ONUSs are concurrently offloading edge traffic to the
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OLT. These effects, however, only last while there are ongoing
edge traffic transmissions. The overal performance would,
therefore, depend on how often the network has to dea with
edge traffic as well asthe amount of that traffic.

C. Effect of Extending Network Span on Service Delays

As was mentioned earlier, centralized alocation is greatly
affected by extending the network span. Fig. 7 demonstrates a
comparable effect on centralized service delays, where the
performance of centralized-based offloading is ultimately
degraded as the network span continues to extend. On the other
hand, extending the feeder span shows to have no effects on
the performance of decentralized-based offloading since the
access span is kept constant at 5km.

V. CONCLUSIONS

In this paper, we investigated the feasibility of service
composition in along-reach optical access network serving as a
backhaul for a wireless front-haul. We studied the delays
experienced in offloading service traffic to the composition
manager as well as those experienced in retrieving the
composed service results. We aso examined side effects of
service composition traffic on regular upstream traffic.

Because decentralized-based service composition requires
no OLT involvement, it has the potential of achieving much
lower service delays. Decentralized-based service composition
has also shown to have no side effects on regular upstream
traffic. These advantages however come at the cost of placing
additional transceivers within the ONUs and modifying the
architecture to allow inter-ONU communications to take place.
Moreover, ONUs themselves have to select the composition
manager and may thus be relatively more computationally
loaded than in a centralized-based scheme.

On the other hand, centralized schemes may still yet offer
some benefits for service composition despite their long delays.
For instance, the OLT can easily gain access to ONUs in other
access zones to which it may choose to forward service
requests instead. Centralized-based service composition may
thus offer lower service rejection ratios as well as additiond
services only available in other access zones. This paper thus
opens the door for further studies and calls attention toward a
possible hybrid scheme that combines the potential benefits of
both centralized and decentralized-based service compasitions
in these long-reach optical access networks.
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Abstract—

To overcome the shortcomings of traditional static (wired)
data center (DC) architectures, there have been recent proposals
of fully-wireless and reconfigurable architectures, e.g., FireFly,
ProjecTor, based on Free-Space Optical (FSO) wireless links.
However, there are significant challenges that need to be ad-
dressed to make the vision of FSO-based DC architectures a
compelling reality. While some of these scientific challenges have
been addressed in recent works, one key challenge that has yet
to be addressed is how to handle FSO link misalignments due to
DC rack vibrations (where the FSO transceivers are placed). The
focus of this paper is to comprehensively address this challenge.
Particularly, in this work, we present measurement results of a
thorough study conducted over a live DC to characterize rack
vibrations, and design a novel tracking and pointing (TP) system
that is based on received power feedback and has a zero exposed-
footprint on the deployment platform (racks). We develop and
test a reconfigurable FSO link with our designed TP system and
evaluate it over expected rack vibrations; our evaluation results
demonstrate the effectiveness of our TP system.

I. INTRODUCTION

Data centers (DCs) are a critical piece of today’s networked
applications in both private and public sectors (e.g., [S],
[6], [11], [12], [14]). A robust datacenter network fabric is
fundamental to the success of DCs and to ensure that the
network does not become a bottleneck for high-performance
applications [30]. In this context, DC network design must
satisfy several goals: high performance [16], [27], low equip-
ment and management cost [16], [37], robustness to dynamic
traffic patterns [38], [43], [28], [41], incremental expandability
to add new servers or racks [22], [39], and other practical
concerns such as cabling complexity [35], and power and
cooling costs [24], [36].

Traditional data center architectures have been based on
wired networks; being static in nature, these networks have
either been (i) overprovisioned to account for worst-case traffic
patterns, and thus incur high cost (e.g., fat-trees or Clos [19],
[27], [16]), or (ii) oversubscribed (e.g., simple trees or leaf-
spine architectures [17]) which incur low cost but offer poor
performance due to congested links. Recent works have tried
to overcome the above limitations by augmenting a static
(wired) “core” with some flexible links (RF-wireless [28], [43]
or optical [41], [18]). These augmented architectures show
promise, but have offered only incremental improvement in
performance due to various limiting factors. Furthermore, all
the above architectures incur high cabling cost and complex-
ity [35].
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FSO-Based DC Architectures. To overcome the above cost-
performance trade-offs and rigidity of past DC architectures,
recent work [29], [26] has proposed an extreme design point—
a fully flexible, all-wireless inter-rack fabric using Free-Space
Optics (FSO) communication links. The FSO communication
technology is particularly well-suited as it can offer very high
data rates (tens of Gbps) over long ranges (>100m) using low
transmission power and with small interference footprint [33].

Fig. 1 shows a conceptual overview of FireFly, the origi-
nal FSO-based DC architecture which was proposed by our
research group [29]. A number of FSO devices are placed
on top of each rack and are connected to the top-of-the-rack
switch. Each FSO device assembly is capable of precise and
fast steering to connect to FSO devices on other racks. The
controller intelligently reconfigures these devices in real-time
to adapt to changing network requirements. Since the FSO
beams may be obstructed by other devices in the system,
FireFly proposes use of a ceiling mirror for beam redirection
to ensure clear line-of-sight; in our recent work, we developed
alternate line-of-sight techniques that preclude use of a ceiling
mirror [21].

There are significant challenges that need to be addressed to
make the vision of FSO-based DC architectures a compelling
reality. While some of these scientific challenges have been
addressed in recent works (e.g., [29], [21], [26]), one key
challenge that has yet to be addressed is how to handle FSO
link misalignments due to vibrations of DC racks where the
FSO transceivers are placed. The focus of this paper is to
comprehensively address this challenge.

Handling Rack Vibrations in FSO-Based DCs. Proposed
FSO-based DC architectures place FSO transceivers on top of
DC racks. Since the racks can vibrate for a variety of reasons
(e.g., moving parts in the servers, building and other external
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vibrations such as HVAC sysems, humans), the FSO links may
fail temporarily due to misalignments as they require very
precise alignment for operation. One of the ways to handle
this challenge is to use an active tracking and pointing (TP)
system which actively corrects for such misalignments based
on some feedback. However, in our context wherein tens of
FSO devices need to be placed on top of racks with limited
space, the key challenge in designing a viable TP system is
to ensure that it has minimal/zero physical footprint. In our
work, we show that favorable factors in the DC context such
as indoor environment and relatively short link ranges make
such a TP design feasible.

Paper Contributions and Organization. In the above con-
text, this paper makes the following contributions:

e Rack Vibration Measurements (§1l1). To characterize typ-
ical DC rack vibrations, we conduct a measurement study
and analysis via motion data collection using accelerom-
eters and IMUs placed on racks in a live DC in our
university.

o Tracking and Pointing System (§IV). We design a novel
tracking and pointing system based on tracking-feedback
from received power strength and with zero exposed-
footprint, to handle any misalignments due to rack vi-
brations.

o Testbed and Evaluation (§V). We build a link testbed
with the proposed TP system and evaluate it for expected
misalignments based on our rack-vibration measurement
study and analysis.

II. BACKGROUND AND RELATED WORK

In this section, we give an overview of an FSO-based DC
architecture with more detailed description of SFP-based FSO
link design, and discuss related work.

FSO-based DC Networks. As mentioned in the previous sec-
tion, FSO-based DC architectures are fully-flexible all-wireless
and are based on the key insight that flexibility can facilitate
near-optimal performance when done right. The FSO-based
DCs are comprised of the following key components, viz.,
the FSO devices, link steering mechanisms, and the network
management techniques. FSO devices needed to create FSO
communication links in these architectures need to have a
small form factor (so a few tens of them can fit on the
top of a rack) and provide high data rates at ranges of up
to 50-100m. Prior works [29] demonstrated a design of an
FSO link prototype based on SFPs that satisfies the desired
requirements; we discuss more details of such SFP-based FSO
links in the next paragraph.

For network reconfigurability, the FSO devices are equipped
with a mechanism to steer the laser beam from one receiver
to the next; for viable performance, this steering must incur
very low latency, i.e., on the order of a few milliseconds.
In [29], two types of steering mechanisms, viz., switchable
mirrors (SMs) and Galvo mirrors (GMs), were explored and
their feasibility for FireFly demonstrated, while [26] has
explored the feasibility of Digital Micromirror Device (DMD)

as a steerable mechanism. Network management of these
FSO-based DC architectures involves network design at two
different timescales: (i) Preconfiguration of the network with
an appropriate number of FSO devices with appropriately pre-
oriented steering mechanisms; this preconfiguration is done
at coarse (e.g., weekly) timescales and determines possible
topologies that can be activated in real-time. (ii) Runtime
reconfiguration of the pre-configured network which selects
a runtime topology and engineers real-time traffic, based on
the prevailing network state. These networks offer unprece-
dented benefits, such as reduced infrastructure cost, increased
flexibility, and decreased cabling complexity, and have been
shown to perform nearly the same as optimal wired networks.

SFP-based FSO Link Design. Prior works [29], [26], [23],
[20] have designed and prototyped SFP-based FSO links
to demonstrate feasibility of small-form factor FSO devices
suited for FSO-based DC architectures. Below, we discuss
this in more detail, as our testbed and TP system builds upon
this design. An SFP (small form-factor pluggable) transceiver
is a small (1/2” x 1/2” x 2"”) and compact commodity
optical transceiver [4], widely used to interface optical fibers
with network switches. An SFP contains a laser source and
a photodetector, for transmitting and receiving respectively.
SFPs are available with a variety of laser sources, varying
in the wavelength (typically, between 800nm to 1550nm)
of the emitted beam as well as the supported data rate
(anywhere from 10Mbps to recent variants called CFPs with
100Gpbs [1]). SFP+ refers to an enhanced version of the SFP
that supports data rates up to 16Gbps. To create an FSO link
using SFPs, the beam emanating from the transmitter SFP
is channeled into a short optical fiber which feeds into a
collimator. The collimated beam is then launched into free
space towards the receiving SFP, where it is captured by
another collimating lens and focused back into an optical fiber
connected to the receiving SFP.

Related Work. To the best of our knowledge, the only work
on measurement of rack vibrations is [40]; however, the
focus of [40] is on the impact of vibrations on server hard
drive failure, by characterizing vibration level. In contrast,
we wish to evaluate impact of rack vibrations on FSO link
alignments, and thus, our focus is on measuring motion related
characteristics of rack vibrations.

Typical TP mechanisms [31], [32] include a fast steering
mirror or gimbal controlled by digital servos [34], [15],
[42] for pointing (recent project [7] uses a high-cost SLM),
along with some tracking detectors to track the target or
beam. Common tracking detectors include positioning sens-
ing diodes [15] (e.g., CCDs [34], photodiode arrays [25]),
accelerometers, cameras, GPS [42], etc. Our recent work [20]
used a TP mechanism based on GMs and photodiodes in the
context of outdoor picocell networks. In our context, we are
most interested in developing a TP system that has minimal
“exposed” footprint to allow placement of a large number
(50+) of devices on top of each DC rack. Thus, we propose
a novel tracking mechanism based on (i) the RSSI (relative
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Fig. 2: Inertial measurement unit (IMU) on top of a DC rack.

received signal strength) feedback for tracking (without using
any exposed hardware), and (ii) already available steering
mechanisms, e.g., GMs, in the FSO links.

III. VIBRATION ANALYSIS

In this section, we present results of our measurement study
conducted over racks in a live DC in our university, to better
understand and characterize the vibrations experienced by
devices placed on top of the DC racks. We will use the results
of this study to evaluate the effectiveness of our proposed TP
system.

Measurement Study Setup. To collect rack vibration mea-
surements, we install an accelerometer [2] and an IMU
(inertial measurement unit) [8] over various positions on
or near racks in a live data center housed in the CEWIT
center [3] in our university. The accelerometer measures linear
acceleration (and hence, linear displacement via integration)
in the three spatial dimensions, while the IMU measures the
three angular/rotational accelerations, viz. pitch, yaw, and roll.
Thus, together these measurement devices cover all possible
motions/vibrations experienced by an object on the rack. The
accelerometer and IMU gather measurements at a rate of
512Hz and 250 Hz respectively, which is sufficient for our
purposes.! We gather measurements with these devices placed
on top and side of three different racks for a continuous 24-
hour period.

Data Analysis in Frequency Domain. Once all of the data
was collected, the Fourier transform was applied to both the
accelerometer and IMU data for data analysis in the frequency
domain and to filter out low-frequency noise. In particular, the
data in the frequency domain is sent through an appropriately
designed Butterworth bandpass filter to remove any low-
frequency noise. Then, we integrate the filtered data from both
devices to get velocity and displacement measurements.

Integration Validation. In order to measure the accuracy of our
integration process, we conduct an experiment in the lab using
the accelerometer and a laser displacement sensor (LDS) [10].
We move the accelerometer by hand and measure its actual
displacement by the LDS which uses a laser to accurately
measure displacement. Then, we compare the displacement
measured by LDS with the displacement as computed by
integration of the accelerometer measurements; see Figure 3.
We observe that the difference between the two displacement

Higher frequency vibrations, if any, will have negligible displacements.
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Fig. 3: Difference between the displacement as measured by
integration of accelerometer’s acceleration and the displace-
ment measurement from the laser displacement sensor.

results is minimal. This shows that the errors in the displace-
ment result from integrating accelerometer’s acceleration data
do not accumulate over time, thus validating our integration
analysis.

Vibration Results. Below, we summarize our vibration mea-
surement results as related to FSO link’s intrinsic movement
tolerance.

o Linear displacement (see Figure 4a) was found to be
minimal (maximum 0.25mm). This amount of linear
displacement can be easily handled by a link’s intrinsic
movement tolerance (a few millimeters [29]). Moreover,
this is subsumed by the angular displacement for links
longer than one meter. Thus, we don’t analyze linear
speed of displacement.

« Angular displacement (see Figure 4b) was observed to
be at most 1.5 mrad with an average of 0.9 mrad. This
is more than sufficient to disconnect a link with no TP
system. For example, on a 10m link, a 1.5 mrad angular
deviation of the transmitter would cause a 1.5cm linear
displacement at the receiver. This demonstrates a need
to have an effective TP system to keep an FSO link
continuously operational on DC racks.

o To evaluate the effectiveness of a TP mechanism, we must
focus on the angular speed of movement, since the TP
system incurs a non-zero latency and can therefore only
be effective up to some angular speed [20]. Thus, we
analyze the angular speed of movement caused by rack
vibrations (see Figure 4c); the average rotation speed was
found to be 3.30 mrad/s with a maximum being 6.98
mrad/s.

IV. TRACKING AND POINTING (TP) SYSTEM

FSO links require precise alignment to function properly,
and link misalignment can cause the entire link to stop
functioning. Link misalignment is fundamentally caused by
movement of the beam at the receiver plane, which is caused
by the movement of the FSO transceivers. In a DC environ-
ment, rack vibrations can cause the FSO transceivers to deviate
from their original positions and thus cause link disconnection.
To counter such link misalignments due to rack vibrations,
we use an active tracking and pointing (TP) system which
uses a tracking mechanism to track the beam movement at the
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Fig. 4: Vibration measurements from the accelerometer and IMU placed on top of a DC rack. Here, each plot shows only a

small slice of time.

RX and provides feedback to the pointing mechanism which
corrects any misalignments.

Requirements. The key requirement for our TP systems is
that it should be able to keep an FSO link aligned in response
to expected rack vibrations, as characterized in the previous
section. Any TP system can only be effective up to a certain
speed of beam movement in the receiver plane, due to non-
zero latency. To relate the beam movement in the receiver
plane to motion caused by rack vibrations, we focus on the
most dominating component of the vibrations, viz., angular
speed and displacement of the TX assembly due to rack
vibrations. Thus, we require that the TP system be able to
handle vibrations that have an angular speed of at most 7
mrad/s, with an angular displacement of at most 2 mrad.
In addition, for a viable TP system in our context, the TP
hardware should have a minimal exposed footprint on the top
of the rack.

A. Native RSSI-based TP

We propose the following lightweight TP system for use in
DC environments:

Tracking Beam Position/Displacement. The goal of the
tracking mechanism is to estimate the beam displacement, and
use it to provide an appropriate feedback to the pointing mech-
anism which then corrects the beam alignment. To estimate
the beam displacement, we use the RSSI (relative received
signal strength) value corresponding to the received power of
the beam; this RSSI value is available by “querying” the SFP+
module via the available 12C interface. In our experiments, we
used an SFP+ evaluation board [13] to interface with the SFP+
module. Since the evaluation board doesn’t need to be exposed
(or even placed) on the rack, it has no exposed footprint on the
top of the rack. Note that due to the symmetry of the Guassian
beam, an RSSI value (or the RX power) corresponding to the
current beam “position” is not sufficient to uniquely determine
beam’s position/displacement. To uniquely determine beam’s
current position C, we gather RSSI values at multiple positions
around C, and use these values to uniquely determine C.
For example, we can gather RSSI values at C, and at beam
positions slightly “north” of C, “south” of C, “east” of C,

and “west” of C. (In fact, only 3 of these 5 values are needed
to uniquely determine the beam’s position/displacement, but
more values may be needed to compensate for noise.). To
acquire RSSI values at the position C’ around C, we “in-
tentionally” move the steering mechanism (GM, in our case)
to the desired position C’ and read the RSSI value from
the SFP+ module. The beam shape and the noise level will
help determine the exact positions relative to C' that are most
effective for our purposes. Once the RSSI values at these
nearby positions around C have been recorded, we use either
a precomputed-table or a gradient based control algorithm (see
below) to determine the correction to be applied to the beam
to move it back to the original (aligned) position.

Correction Algorithms. The goal of a correction algorithm
is to take the RSSI values from multiple positions around the
current beam position C, compute a correction to be applied
to the beam, and then apply the correction via the steering
mechanism to align the beam back to the original (aligned)
position (this is the pointing mechanism). This overall process
ensures continuous operation of the link at runtime. More
formally, a correction algorithm is given a list of n+ 1 tuples,
viz. (x;,y:,7;) for 0 < ¢ < n, where (x;,y;) is the relative
position to C, the current beam location, and 7; is the RSSI
value at this relative location. We assume that ¢ = 0 refers
to the current beam location C' (i.e., ¢ and yy are both 0).
Below, we describe two correction algorithms that use these
n + 1 tuples to estimate a beam correction; one of them uses
a training phase to precompute a table with (position, RSSI)
values, while the other uses the relative differences in RSSI
values to compute the beam correction.

Table-Based Correction Algorithm. In this approach, we first
have a training phase wherein we query and store (in a
table) RSSI values for a wide range of beam locations. The
locations queried during the training phase should encompass
the entire beam profile, and preferably should be at the finest
granularity possible. At runtime, the input (n + 1) tuples are
then “compared” with the table rows as below to find the row
in the table that most closely represents C'. In particular, the
best match returned by the algorithm is the absolute location
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(¢, y.) that minimizes the following quantity:

To T(xc + zo,Ye + yO)
- : ()
T T(xc + Tns Yo + Yn)

where T'(x,y) is the RSSI value in the table at location (z, y).
As (zc,y.) is approximately the current location of the beam
(with original aligned position being (0,0)), we supply a value
of (—z¢, —y.) to the steering mechanism to move the beam
back to the original aligned position. Note that, if the beam
is continuously moving, the correction may result in beam
moving back to some position close to the original aligned
location.

Gradient-Based Correction Algorithm. The above table-based
correction algorithm’s performance depends on the training
phase, and thus, may suffer if there is noise or imperfections
in the system that changes the RSSI values from what was
observed in the training phase. Thus, we also experimented
with a gradient-based correction approach, wherein the es-
timation of correction is (largely) based only on the input
tuples. In particular, the algorithm computes the “gradient”
within the input tuples, and uses this to move the beam by a
constant/input value. Implicitly, the algorithm uses the fact that
the beam profile is approximately Gaussian, i.e., like a “hill.”
Thus, the relative difference between the positions around C'
can be used to correct the beam from C' back to the original
position.

More formally, given the n+1 tuples (x;, y;, r;), as defined
above, we first estimate a gradient G(i) for each 1 < i < n
as:

ro —T;
2 2
VI + Y

We then use these G(i) values to compute the overall correc-
tion as follows. First, to account for noise, we only use values
of G(i) that are large enough; in particular, for each G(i), we
calculate its contribution to the correction C(i) as:

G(1) = 2

vV, ifG@l)>K
C(i) =140, if |G(i)| < K 3)
-V, if G(i) < —-K
Above, V and K are appropriately picked constants. Now, the
overall correction (z.,y.) is calculated as follows:

n .
G -Xvmma) @
Ye P x? + y? —Yi
Note that unlike the previous Table-based algorithm, the goal
of the Gradient-based algorithm is not to correct the beam all
the way back to the original aligned position (as it doesn’t have

sufficient information), but to simply move the beam back in
the direction of the aligned position.

V. RESULTS

We now describe and evaluate the TP system using a SFP-
based FSO link prototype.

Transmitter « - - - - - == - -~ |m———— -= Receiver
1
Collimating : Collimating
Lens | Lens
Short !
Optical
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Switch R

RSSI Feedback

SFP breakout
board

Fig. 5: Schematic of the FSO link tested with the TP system.

FSO Link with TP System Testbed. We setup our FSO link
prototype (shown in Figure 5) in a controlled environment
with nearly no natural movement, so that we can artificially
recreate the movements caused by rack vibrations. We use 10G
1550nm SFP+ with 10 GBASE-ZR interface. We create a 10m
unidirectional FSO link, with the other direction connected via
a long fiber cable for simplicity. The transmitter assembly is
equipped with a GM that is used as the pointing mechanism
of the TP system. The entire transmitter assembly is placed
on a motorized rotational stage, which allows us to simulate
rotational rack vibrations. To access the pins of the SFP+
directly (and query the RSSI values), we use a Timbercon
SFP+ evaluation board [13] at the receiver. We connect to
the evaluation board a custom Arduino microcontroller, which
uses the I2C protocol to fetch the RSSI from the receiver SFP+.

Experimental Results. For our experiments, we used two
nearby positions around any current beam position C as
input to the correction algorithms; in particular, the nearby
positions used were north and east at an “angular distance” of
0.2 mrad from C. To demonstrate the link operation during
continuous terminal movement due to rack vibrations, we
compute the link’s TCP throughput with TP active and TX
assembly rotating at varying angular speeds of 0-7 mrad/sec,
using a motorized rotational stage, with an amplitude of a few
mrads. In particular, we measure the average link throughput
(data rate) every second, over a ten minute period using the
iPerf3 tool [9].

First, we observed (plots not shown for brevity) that the
Table-based algorithm outperformed the Gradient-based algo-
rithm, and thus, we focus on the Table-based algorithm below.
Figure 6 shows the CDF of the FSO link’s throughput with the
TP system active and TX assembly rotating at varying angular
speeds (0 to 7 mrad/s). The fixed link (i.e., for 0 mrad/sec
speed) achieved an overall average throughput of 9.41 Gbps.
We were also able to achieve nearly identical throughput CDF
for angular speeds of up to 2.5 mrad/s. Throughput CDF
begins to degrade very slightly for angular speed between
4-7 mrad/s, with the average throughput still being near-
optimal at about 9.37 Gbps for angular speeds up to 6 mrad/s
and about 8.5 Gbps at 7 mrad/s angular speed. To offer
further perspective on these results, we analyze our vibration
measurement data further and observe that even though the
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Fig. 6: CDF of the link throughput for various angular speeds
of the TX assembly.
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Fig. 7: CDF of the angular speeds observed in our vibration
measurement study.

maximum angular speed observed was 6.98 mrad/s, the angular
speed went above 6 mrad/s very rarely: only 0.00816% of
the time. See Figure 7, which plots the CDF of the angular
speeds observed. Thus, in summary, our TP system achieves
near-optimal throughput at about 99.992% of the time, with a
10% throughput degradation at remaining times.

VI. CONCLUSION

In this work, we addressed one of the key challenges that
arise in the context of recently proposed FSO-based data center
architectures. In particular, we conducted a thorough measure-
ment study of DC rack vibrations, and proposed a novel RSSI-
based TP system with zero exposed-footprint that can handle
expected rack vibrations. To the best of our knowledge, ours
is the best work on handling DC rack vibrations for reliable
operation of FSO links placed on DC racks.
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Abstract— In this paper, we propose and analyse a multi-user
wavelength division multiplexing technique of frequency-time
coded quantum key distribution that uses a plug and play scheme.
Numerical simulation results show that the influence of the
channel noiseisreduced. At the same time, the final key rate per
user is enhanced to be close to that of point-to-point link. This
performance is the result of simultaneous communications
between Alice and four Bobs.

Keywords—Quantum Key Distribution, Plug-and-Play System,
Wavelength Division Multiplexing, Frequency-Time Coding,
Multi-Wavelength L aser Diode.

I.  INTRODUCTION

Quantum Key Distribution (QKD) [1] is a good security
solution for optical communication systems. It overcomes the
imperfections of classical cryptography by providing a way to
securely generate arbitrarily long cryptographic keys using the
guantum properties of lights. In the reported literature, the
implementations of QKD rely on the polarization coding [1, 2],
phase coding [3, 4], frequency coding [5], time coding [6] and
entanglement [7]. In case of a polarization coding, the
information is carried by the state of polarization (SOP) that
should be recovered at the receiver. Thistechnique suffersfrom
Polarization Mode Dispersion (PMD) and Polarization
Dependent Loss (PDL)[3]. For the phase coding the quantum
bit error rate (QBER) is related to the interference visibility,
which isinfluenced by the noise of channel; therefore, feedback
control is needed to stabilize the interferometer[8]. Differential
phase coding schemes are introduced to compensate the
drawbacks of phase coding schemes [9]. Disadvantages of
QKD channels with frequency coding are associated, mainly,
with strong levels of carrier and photon subcarriers in one
optical fiber and its power grid [10].

A plug-and-play systemisaround-trip two-way QKD system
that can automatically compensate for the birefringence effect;

078-3-903176-07-2 © 2018 IFIP

therefore, it can operate stably for along period of time without
requiring any polarization control in along optical fiber [4].

Frequency time coding scheme is introduced to reduce the
influence of the channel noise [11]. Wavelength division
multiplexing (WDM) QKD scheme has been introduced to
overcome the inefficiency of splitter. Multi-user QKD systems
that employsdifferent wavelengthsto transmit an optical pulses
to multiple users have been introduced [12-15]. It is known in
principle of communication that the fina key rate per user
decreased as 1/N, where N is the total number of subscribers.

In this paper, we propose and analyses a multi-user
wavel ength division multiplexing of frequency-time coded (FT)
QKD that uses a plug-and-play scheme. QKD based frequency
and time coding has lower QBER as compared to other
techniques [11]. Combining the plug and play system with
WDM maintains the key rate per user to valuesthat are close to
that in case point-to-point communication [16].

I1. POINT-TO-POINT FREQUENCY-TIME CODED QKD SCHEME

In frequency time coded QKD (FT-QKD) [11], the key is
encoded in the frequency and time between Alice and Bob. The
proposed point-to-point FT-QKD scheme is shown in Fig. 1.
There are two laser diodes, LD1 and LD2, which operate at
different designed wavelengths. Both lasers are employed for
frequency coding.

For the third laser diode (LD3), time delay is introduced for
realizing time coding. LD1 and LD2 generate narrow pulses (in
frequency domain) with centra wavelengths A1 and Ao,
respectively as shown in Fig. 2; whereas A3z iS considered as
centra frequency of LD3. The bandwidth of the pulse generated
by LD3 should be at least the double of that in LD1 or LD3
because the detection gate duration is twice of the width of the
pulse sent [11].
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Fig. 1 Schematic of point to point (PTP) FT-QKD system
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Fig. 2 The frequency domain of laser diodes pulses

To understand how this system works, let us consider that
Alice and Bob generate 11 qubits with 11 basis randomly as
described in Tablell.

Tablel: TheBitsand Basis Generated By Alice and Bob

Alice's bits: 10000101011
Alice'sbasis: 00100110000
Bob's bits: 10111010101
Bob's basis: 00110101100

The transmitted photons according to both bits and basis of
Alice are shownin Fig. 3. It isclear that when the basisis zero,
the frequency coding is selected; whereas time coding is
selected when the basisis one.

Fig. 3 The transmitted photons

In case of frequency coding, and the bit is zero, the LD1 is
fired; whereas LD2 is fired when the transmitted bit is one. In
other hand, the time delay is zero when bit is zero and the LD3
is the selected laser according to the basis. When the selected
bitisone and LD3 isfired, the time delay (TD) is adjusted to t.

The transmitted photons are combined at coupler to be
transmitted through a quantum channel (QC). The optical
switch at Bob works according to Bob’s basis. This mean that
optical switch operates according to Bob’s basis. The received
phonons are detected by three single photon detectors that
operate at different designated wavelengths. The photons after
detection process are shown infig. 4. It isclear that the received
photons by detectors are these with the same basis at both Alice
and Bob.

N RRY IR |

Fig. 4 The received photons

IIl. SYSTEM SETUP

Fig. 5 shows the proposed system setup. Instead of using
single laser diode, multi-wavelength laser diode (MW-LD) is
employed. Wavelength selective switch (WSS) is used to select
the four pulse signals with differently designated wavelengths
generated by MW-LD. As mentioned in Section II, MW-LD1
and MW-LD2 are used in the case of frequency coding; whereas
MW-LD3 and TD are employed for time coding. The pulses
from three multi-laser are combined using a multiplexer and
passed through a circulator (CIR), and subsequently launched
into the quantum channel (QC). The variable attenuator (VA) at
each Bob isset to alow level and bright laser pulses are emitted
by Alice [17]. The transmitted photons pass through two
quantum channels, and this makes the distance between Alice
and the other four users different. So, time delay and line delay
are required to tune the arrival time of the returned pulsesin a
group to be the same. This helps to reduce the impact of
Rayleigh backscattered light [16]. On the other hand, a waiting
time will reduce the final key rate.

To understand the principle of the proposed system, let
Alice and four Bob generate their bits and basis randomly as
shown in Tablell.

TableIl: The Bits Generated By Alice and the Four Bobs

Alice's bits: 10000101011
Alicesbasis: 00100110000
Bobl's bits: 10111010101
Bobl's basis: 00110101100
Bob2's hits: 10111111101
Bob2'sbasis: 00100101101
Bob3's hits: 10111111101
Bob3'sbasis: 11001011101
Bob4's bits: 11100000001
Bob4's basis: 10100010100
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Fig. 1 Schematic of multi-user WDM-FT QKD system

Fig.6 shows the process of pulse transmission at seven
positions ti, tz,..., and t7. Time position t; refers to the pulse
group after the multiplexer. Then, the pulse group is passed
through the QC, before entering the MUX/DEMUX as marked
a to. At ts, due to the possibility that QC of each user has

different length, Bob i may receive the transmitted photons
before Bob j and each one receives the transmitted photons
according to his’s basis. At ts4, the four users complete the
reception process, and the driver and control module collectsthe
dataand reflectsit to Alice with different delay [11]. Therefore,
a time delay and line delay are needed to compensate this
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Fig. 2 The pulse transmission process, starting fromt; to t;



56

Regular papers ONDM 2018

shortage. It is clear that at ts, the received photons by al users
have the same positions. At t7, Alice compares her basis with
the basis of each user. Then she calculates QBER. If QBER <
QBERu , then eavesdropper (Eve) exits, QKD falses and
retransmits the photons. Otherwise, if QBER > QBERyy, Alice
and each user (Bob i) obtain thefinal key that hasthe samebasis
after data reconciliation and privacy amplification. According
to comparison, the final key rates of Alice and the four Bobs are
givenin Tablelll.

Tablel1l: The Final Key Rates of Alice and the Four Bobs

7 basis matches.
Alice'skey: 1000111
Bobl'skey: 1011001

7 basis matches.

Aliceskey: 1000011
Bob2's key: 1011110
5 basis matches.
Alice'skey: 00101
Bob3'skey: 01111
8 basis matches.
Alice'skey: 00000111
Bob4'skey: 11000001

IV.RESULTS AND DISCUSSION

The sifted key rate and quantum bit error rate (QBER) are
the most important parameters used to evaluate a QKD system.
Thesifted key rate (Raw rate) [17] is given by:

R raw

1
= Efr UtaptpTp @

where p denotes the mean photon number of each weak
coherent pulse, f, is the pulse repetition rate, tag is the
transmittance of thelink from Aliceto Bob, tg is Alice’s internal
transmittance and #g is Alice’s detector efficiency. Rraw IS the
same for both BB84 protocol (the first implementation method
of QKD that uses phase coding or polarization coding) and for
FT coding [11, 17, 18]. The difference appearsin the QBER, in
which QBER of BB84 protocol is given by [16]:

pdet

Z pareer(z+17) @

where V denotesthe visibility of the interference meter, pgak is
the probability of a dark count per gate, pee is the probability
of adetector click, pae isthe probability of an after-pulse over
al and 7 is the detector’s dead time. Both pgark @nd paser depend

Pdark

1-
OBERagss = #tABtBTIB

on the characteristics of the photon counters. For FT protocol,
suppose that the operating wavelength is 1550 nm, and At;

(At,) be 1000 ps, and At is 500 ps, and the associated A1,

(A1) is8%x1073nm , and Al; is16x 103 nm. The
detection gate duration is double that of sent pulse duration.
Therefore, the effect of time spread and frequency spread from
dispersion on detection results can be neglected [11]. So, the
first part of EQ. 2 is set to zero when the basis is the same. The
QBER of FT protocol isgiven as:

Pde[

Zpamr (c+n7) ®)

In our proposed scheme, atime delay and line delay are
taken into account. Therefore, raw kay rate is derived as:

QBERFT — pdark

Utaptpnp

1 1
~ jfr UtaptpNptey + jfr UtpalaNa Nrplex

e 2 @)
and,
tap = 10_% ©
tyy = 107EHLD)/10 = tAle_% ©
Nrp = ﬁ @

where, L isthe fiber length between Alice and Bob, LLD isthe
fiber length of line delay, trp istimedelay at Bob, and £, is
the extra transmittance dueto MUX and DEMUX.

Let,tg =t, ,ng = n,. SO, raw key rate can be described
as:

1 _alp
_ 5 fr itaptsnptey (1 + 10 10 UTD)
Ryqw = 2 ®)

Rraw

1 _alyp
= ZfrﬂtABtBUBtex (1 + 10 10 UTD) )]

QBER due to the dark count probability is modified as
shown in Eg. 10.

1
Pdet

1 1
+EZ Paster (T+n—>+QBERBA (10)
n=0 ﬂ

Pdark
2put ptalptey

BER =

Q|

Pdet
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QBER
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1
Pdet

1
Pdark + Paster (T + n_) (12)
n=0 ﬂ

alip
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Fina key rate of the proposed schemeis given by:

QBER =

_ 1 1
Rpipar = Zfr UtaptpNptex(Tup — lag) + Zfr Utpataa NrpUga — Ipp)ter (13)

Lip =1 — Hy(QBERgr) (14)
Igy =1—H,(QBERg,) (15)
Lg=u(1—tp)+1-V (16)
L =p(1—tg) +1-V an

where I, denotes the mutual information between Alice and
Eve, and H,(Q) isthe binary entropy which isdefined as
[19]:

H,(Q) = —Qlog,(Q) — (1 — @)log,(1 - Q) (18)

The parameters used in the numerical simulation are
summarized in Table IV.

TablelV: Simulation Parameters.

Parameter Value
Pulse repetition rate ( f;) AMHz
Pulse width 500 ps, 1000 ps
Average number of photons per pulse (i) 0.1
Transmittance of MUX and DEMUX 0.9

Fiber attenuation coefficient (o) 0.2 dB/km
Detector efficiency at 1,550 nm (na) 10%
Probability of dark count (Pgark ) 10-5/gate
Probability of adetector click (Pae ) 0.15%
Detection gate 2ns

Dead time (1) 10 us
Fringe visibility (V) 08,09
Transmittance of Bob’s system (tg) 0.6
After-pulse count probability (Pate ) 4%

Bob’ delay line (LDL) 10 km

Fig. 7 shows the QBER of three case, BB84 point-to-point
(PTP), FT PTP, and multi user FT system, for different fringe
visibility (V). From thisfigure, it is clear that BB84 protocol is
sensitive to V, where decreasing V, gives wore QBER. For
example, at L =100 km, QBER is about 0.237 at V=0.9, and
0.287 at V=0.8. The resultsin Fig. 7 show that independent on
the value of V, FT reduces the QBER to 0.187 compared to
BB84. The line delay in FT MU system is about 10 km, and
this causes a small increase in QBER, 0.24, compared to FT
PTP, 0.187. However, FT still better than BB84 for fiber length
L< 100 km.

Fig. 8 shows the fina key rate against fiber length. Final key
rateisvery sensitiveto V. For instance, at L = 10 km, changing
V from 0.9 to 0.8, decreases the final key rate from 4204 b/s,
5601 b/s, and 6182 b/s to 2105 b/s, 4919 b/s and 5425 b/s for
BB84 PTP, FT PTP, and FT MU systems, respectively.
However, the amount of changein FT system is very small and

still work in worse visibility compared with BB84 system.
Furthermore, it is clear that the key rate per user in FT MU
maintains a high level compared with FT PTP because the
communications between Alice and four Bobs can be carried

out simultaneously. Meanwhile, when V = 0.9, and Ry;,,,=3000
bis, the communication distance of FT PTP and FT MU are
increased by 9 Km, and 7 km respectively compared to BB84
system. Also, it is clear that the proposed Multi user-QKD

network provides a better performance in situationsin which al
users share a similar quantum channel.
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Fig. 7 The QBER versus fiber length between Alice and Bob, for three case,
BB84 PTP, frequency time coding PTP, and frequency time coding MU,
V=0.8, 0.9, L,p=10 km

11000 I I
——pBB84, PTP, V=0.8
——FT,PTP, V=0.8

—e—FT, MU, V=0.
9000 U v=08 =

\ BB84, PTP, V=0.9
8000 \\\
7000

6000

10000

FT, PTP, V=0.9
FT, MU, V=0.9

5000

4000

Final key rate , b/s

3000

2000

1000

0 10 20 30 40 50 60 70
Fiber length, km

Fig. 8 Thefinal key rate versus fiber length between Alice and Bob, for three
case, BB84 PTP, frequency time coding PTP, and frequency time coding MU,
V=0.8, 0.9, L p=10 km
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V. CONCLUSION

Frequency and time coding reduce the QBER as compared
to BB84 that employs polarization coding or phase coding.
Our simulation results show that the FT protocol can work at
worse visibility, and offers extra distance. Furthermore, a
multi-user WDM-QKD uses the same principle of FT
scheme, where QBER isstill lessthan that of BB84 protocol.
Meanwhile, the key rate per user maintains a high level
compared to point-to-point links. This is because the
communications between Alice and four Bobs can be carried
out simultaneously.
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Abstract—The application of classification techniques based on
machine learning approaches to analyze the behavior of network
users has interested many researchers in the last years. In a
recent work, we have proposed an architecture for optimizing the
upstream bandwidth allocation in Passive Optical Network (PON)
based on the traffic pattern of each user. Clustering analysis
was used in association with an assignment index calculation in
order to specify for PON users their upstream data transmission
tendency. A dynamic adjustment of Service Level Agreement
(SLA) parameters is then performed to maximize the overall
customers’ satisfaction with the network. In this work, we extend
the proposed architecture by adding a prediction module as
a complementary to the first classification phase. Grey Model
GM(1,1) is used in this context to learn more about the traffic
trend of users and improve their assighnment. An experimental
study is conducted to show the impact of the forecaster and how
it can overcome the limits of the initial model.

Index Terms—Passive Optical Network (PON), Clustering
Analysis, Service Level Agreement (SLA), Grey Model GM(1,1)

I. INTRODUCTION

In the recent years, a change of paradigm in fixed access
networks has been experienced. The fast emergence of Passive
Optical Networks (PONs) allowed to carry huge amounts
of traffic and to offer high bandwidth services to operators’
customers. However, the continuous exponential growth of
data traffic in the next years as well as the expected widespread
integration of Internet of Things, 5G networks, and high-
speed services may impact the efficiency of the bandwidth
allocation process. Dynamic Bandwidth Allocation (DBA) is
currently the mechanism responsible for allocating the up-
stream resources in PONs. To optimize the DBA performance,
two approaches can be distinguished. The first consists in
modifying the way in which the DBA works by acting on the
algorithm itself and trying to invent a new mechanism that can
overcome the limits of the existing one. The second relies on
managing the external parameters of the DBA in a different
way without modifying the DBA control algorithm itself at
the Optical Line Terminal (OLT) level. The main difficulty of
the first approach is the inability to be directly implementable
from the operator perspective. Indeed, the DBA as a closed

978-3-903176-07-2 © 2018 IFIP

control protocol in the PON network cannot be modified by
the network operator who doesn’t have the total control of
this mechanism due to equipment supplier dependency. In this
regard, the second approach looks more suitable in a context
of network resources optimization under the control of the
network administrator.

In a recent work [1], we have proposed an architecture for
optimizing the upstream bandwidth allocation in PON based
on the dynamic adjustment of Service Level Agreement (SLA)
parameters. The latter represent the input parameters of the
DBA algorithm that can be managed by the operator. The
idea was to efficiently exploit the bandwidth available in the
network by adjusting dynamically the SLA parameters based
on the estimation of users’ traffic patterns linked to daily
life. Clustering analysis was used to identify heavy and light
users based on their mean upstream bitrates for a specific
time interval (e.g., 5 minutes). Then, an Assignment Index
Calculator module was proposed to assign each user to a
particular class (heavy, light, or flexible) for all the time series
possessed by the network operator. The combination of the
clustering analysis and the assignment index calculation allows
to have an overall vision of the traffic profile of each user and
makes it possible to estimate the possible behavior of a specific
user at a specific time. In this case, the reallocation of the
SLA parameters can be very useful and advantageous in the
context of optimizing PON upstream resources for a specific
day period. The evaluation phase that we have conducted in [1]
was limited to the analysis of the clustering module in order
to select which algorithm gives a better distribution of users.
In this work, we continue the evaluation of the model that
we have proposed in [1] by analysing the assignment index
module and its impact on the user classification phase. Then,
we extend the proposed architecture by adding a forecasting
module as a part of a second user classification step that we
suggest to be an improvement of the first classification method.

The paper is structured as follows. Section II presents some
work related to the DBA mechanism optimization, a summary
of the initial model that we have proposed in a previous
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work, its limits, and the need for a forecasting approach to
deal with network users’ traffic behavior. Section III presents
the enhanced version of the initial model using a forecasting
module based on the GM(1,1) model. In section IV, we present
simulations used to evaluate the classification techniques as
well as the obtained experimental results and their analysis.
Finally, we conclude our work in section V.

II. RELATED WORK

The dynamicity of users’ traffic patterns lets always network
operators thinking about new ideas to make the upstream
bandwidth allocation mechanism more efficient. In the re-
search world, many works [2]-[5] have been proposed in
this context with the aim of enhancing the DBA overall
operation. Despite their contribution at the optimization level,
the majority of these works remain theoretical proposals that
a network operator cannot directly integrate in its equipment
due to the implementation nature of the DBA (a closed control
protocol) and the dependency on a specific vendor.

With the trend of using machine learning in the last few
years, thoughts are directed towards approaches that have the
character of being able to be managed and capable of learning
over time. In this context, we have proposed in [1] a new
model (Fig.1) for the optimization of PON upstream resources
which stems from a very simple idea: analyzing the past
customers’ behavior based on their historical data to estimate
and reallocate their upstream bitrates in the future.

Optimization Process owr
Assignment Index Qpikal Eager
Reallocation Clustering MIAC Layer
of SLA Parameters bBA
—_— Management Layer
Monitored
DATA Collector
.
—_
Network Operator
Fig. 1. The proposed model for optimizing PON upstream resources [1]

Indeed, in daily life, traffic patterns of different users may
change several times per day. In this case, it is highly possible
to have some customers who consume more bandwidth than
others for a specific day period. The current DBA allows
allocation of PON resources, depending on the instantaneous
demand of each Optical Network Unit (ONU). However, each
user is limited by predefined Peak Information Rate, which
represents one of the SLA parameters which defines the max-
imum bitrate that a user might benefit from. In this case, when
the extra available bandwidth resulting from the presence of
light ONUs is greater than the maximum bandwidth authorized
to be allocated to heavy users, a part of the extra bandwidth
will be lost and not exploited. For this, the idea was to try
to exploit this extra bandwidth theoretically untapped by the

DBA in order to share it among heavy users without being
limited by the constraints of the SLA parameters. As the goal
is to propose an implementable approach by the operator in
which the DBA algorihm should not be touched, the challenge
is then to be able to model the functioning of the DBA while
using the historical data provided by the operator and acting
only on the DBA externally manageable parameters i.e., SLA
parameters.

By analogy with the DBA process, four main components
were proposed. The Monitored Data Collector gathers the
traffic data for each ONU by requesting the Management Infor-
mation Base (MIB) at regular intervals. This module connects
also to the network operator in order to store the historical
transmission data. As the DBA refers to the paquet queue
status of each ONU to know its needs, two complementary
modules responsible for the classification of different users
depending on their historical transmission data were proposed.
The clustering module classifies users into 3 classes: heavy,
light, and flexible. Depending on the chosen algorithm, the
results may vary. In [1], two well known clustering algorithms
namely, K-Means [6] and DBSCAN [7] were evaluated. The
results have shown that K-Means using a [og;o(Bitrate) metric
outperforms DBSCAN in terms of a more balanced customer
distribution. The clustering module is supposed to be applied
per time interval (e.g., 5 minutes). To be able to classify all
users based on the entire time series, a second module called
Assignment Index Calculator was proposed. This module aims
to provide the probability for each user to be either heavy, light
or flexible. For each day and for each time interval, it analyzes
the clustering results. If the user belongs to the heavy class in a
given time interval, his probability to be a heavy will increase
and likewise for the light class. Then, a calculation process
of the average of all probabilities associated to a standard de-
viation calculation (for validation) is assured to finally assign
each user to a specific class. The final users’ classification will
be used then by the Reallocation of SLA Parameters module
to define for each heavy user new temporary upstream bitrate
allocation in a specific day period.

The purpose of using clustering analysis associated with an
assignment index calculation process is to classify PON users
depending on their traffic patterns. Although this approach is
characterized by its high accuracy in the assignment of a PON
user to a certain traffic class, it can lead to an unbalanced user
distribution where the majority of ONUs will be assigned to
the flexible users class. This may be an impediment to the
overall objective which consists in maximizing as much as
possible the satisfaction for the majority of customers. In this
case, it is preferable to have a significant ratio of heavy and
light users in order to maximize the efficiency of the band-
width usage in the network. To resolve this issue, reference
can be made to forecasting-based approaches that deal with the
analysis and the prediction of network users’ traffic behavior in
order to have an idea about the possible future trend of flexible
users (whether heavy or light ). [8]-[10] represent some works
related to the network traffic behavior forecasting in several
types of networks. In general, we can distinguish two main
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techniques for forecasting models: qualitative and quantitative
approaches. The first technique relies on the knowledge and
the experience of the forecaster who will take the final decision
about the expected trend of data. The second one aims to
identify the data patterns from the historical dataset in order
to predict the future values [11] [12]. Quantitative approaches
may be also classified into causal relationship methods and
time series ones. While the first category tries to make a
relationship between many factors in order to generate the
forecasted values, the second is limited to the statistical data
that was observed and collected over regular time intervals
such as hourly, daily, weekly, monthly, etc [13].

Since the historical data required by the network operator
to forceast users’ traffic behavior can be easily obtained and
processed with the aim to classify the different customers,
the focus will be on time series methods and especially on
two major forecasting models, respectively Artificial Neural
Networks and Grey theory. Artificial neural network (ANN)
represents one of the most popular forecasting paradigms
[14]. Classified as a machine learning approach, ANN has
the ability to learn from complicated data and deduce its
pattern and tendency. It can be very appropriate in the context
of a knowledge-based learning mechanism that is difficult to
specify [15]. By analogy to the human brain, ANN ensure
the information process through the interaction of artificial
neurons and can interpret the future behavior of a dataset
despite the existence of noisy information [11] [15]. As for
Grey forecasting theory [16], it was proposed for the first
time in 1982. Thanks to its ability to estimate the possible data
behavior based only on a few information samples even if they
are incomplete, Grey theory becomes one of the most popular
prediction approaches used in the research world [17]. The
core and the most commonly used model of Grey is known
as GM(1,1) [13]. The main task of this model is to identify
the mathematical relationship between different points to learn
about the behavior of the dataset and to make the right decision
about the future trend [11].

In relation with our recent work [1], ANN and Grey model
allow both to achieve our main goal concerning the forecasting
of customers’ traffic behavior. However, we expect that only
the Grey Model GM(1,1) remains for the moment the most
appropriate for our usecase. This is due to the fact that the
dataset we have is limited, which does not represent a problem
for Grey systems which can even work with incomplete data.
However, neural networks require a very large amount of data
to ensure that the forecasted values are statistically accurate,
which makes the learning speed slower [11] [18].

III. ENHANCED MODEL USING A FORECASTING MODULE

In this section, we propose the design of the enhanced
model inspired by the first model [1] while the main novelty
introduced lies in the integration of a forecasting module based
on the GM(1,1) model. Fig.2 shows the architecture of the new
proposed model.

We expect that the forecasting module will be considered
as a second step of the users classification phase as it depends
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Fig. 2. Enhanced model using a forecasting module

on the results of the clustering analysis and assignment index
calculator modules. This new module will be applied particu-
larly to the assignment indexes of flexible users while heavy
and light ones will not be involved. Indeed, in our approach, a
user can be flexible only if the averages of his assignment
indexes to heavy and light users over the supervised days
are smaller than 0.5 (the selected threshold). That is, the
user does not tend to be neither heavy nor light. Since the
index is calculated on the basis of historical data, cases like
missing data or the lack of a vision on the traffic trend of
users in the future will be often encountered. This can impact
the calculation of the assignment index and subsequently the
classification of users. In this context, the enhancement of the
initial model by using a forecasting approach can be beneficial
to have a more reliable and useful approach where a part of
flexible users can be assigned to one of the other two classes.
Accordingly, the extra bandwidth estimated and the number
of beneficiary heavy users will increase automatically. Unlike
the initial model where PON users are classified based on
the whole set of supervised days, we propose in this work to
classify customers per weekdays (from Monday to Friday) and
per weekends (Saturday and Sunday). This aims to determine
whether the online behavior of PON users is the same for
weekdays as it is for weekends.

The mathematical formulation of the Grey forecasting
Model GM(1,1) is illustrated below. We assume the initial
data series with n (n > 4) non-negative values as follows:

2@ = (20(1), 29 (2), ..., 2O (n)) (1)

The Accumulated Generating Operation (AGO) is then applied
since the initial data series may change randomly while there
is a need to know its regular pattern [16]:

W = (2M(1),20(2), ..., 2V (n)) 2)

Where () (k) = Y8 _ 2@ (m), k € [1,n]
The original form of the GM(1,1) model is:

2 O%k) + azM (k) =b 3)
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Where a is the developing coefficient and b is the grey input
according to the Grey theory. z(1)(k) can be replaced then
by the average of two consecutive neighbours z(*)(k) and
Mk —1):

2O k) + azM (k) = b,k € [2,n] (4)

Where z(M (k) = 0,5(zM (k) + 2 (k — 1))
According to the least square method, a and b can be identified
as follow:

A= m = (BTB)"'BTY (5)
Where:
—2M(2) 1 z(0)(2)
—M3) 1 z(0)(3)
B = ’ Y = ’
—z(i)(n) 1 m(o).(n)

By regarding the following differential equation as a shadow
of Eq. (4):

dx™ (k)
W (k) =
7 +az' (k) =10 (6)
The GM(1,1) can be therefore established:
A1) W1y Oygar . b
zH(k+1) = (x (1)75)6 +a (7

As we have applied the AGO in the equation 2, we apply the
inverse (IAGO) to obtain the forecasted value of the original
data z(0):

FOk+1)= (1= )@ - Dt @)

IV. EXPERIMENTATION AND RESULTS

In this section, we proceed to an evaluation of the user
classification modules proposed in the initial model [1] and
the enhanced one proposed in this work. The objective is to
demonstrate that adding a forecasting module can give a more
balanced distribution and consequently provide top customers
satisfaction. The reference dataset used in this work relies
on a real traffic traces collected within the Orange France
network. The data collection was ensured by the use of a probe
called OTARIE and equipped with a DAG (Data Acquisition
and Generation) traffic capture card which has an Application
Programming Interface (API) that allows reading the packets
as they arrive on the network interface. 3447 ONUs belonging
to the same OLT were supervised over a period of one month
between the 2nd of November and the 3rd of December 2016.
Given that the traffic traces do not cover the whole day, the day
period theoretically qualified as the busiest which is between
9p.m and 12a.m was selected in order to analyze the behavior
of the majority of subscribers.

As the customer traffic pattern is linked to daily life where
the online behavior in the weekends may not be the same as the
other weekdays, we decide to classify customers per weekday
and per weekend. For display reasons, we decide to show the

results for a list of Wednesdays as a weekday and a list of
Saturdays as day of the weekend. The accomplishment of the
experiment relies on the use of Python scripts to evaluate the
different algorithms and Matplotlib and Seaborn libraries to
plot the different results in the most convenient way. Fig.3
and Fig.4 show the users rate for each class (heavy, light,
and flexible) for Wednesdays and Saturdays of the supervised
period. These rates are calculated for each day based on the
assignment index of each user to the heavy or light classes,
calculated once the clustering process based on the K-Means
algorithm is finished. This index has been fixed at 0.5 and
represents the probability of belonging to a specific class
of users. The selected threshold 0.5 is the minimum value
that must be chosen to remove any ambiguity concerning the
classification step. Indeed, the sum of the assignment indexes
to the heavy and light classes is always lower than 1. If we
choose a threshold lower than 0.5, we may have cases where
both indexes are above the selected threshold and therefore,
users will be assigned to both classes at the same time.
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Fig. 4. OLT user distribution for Saturdays

The analysis of the resulting user rates shows an absolute
majority of flexible users compared to light and heavy ones
as it was expected. This is confirmed for Wednesdays as well
as Saturdays. To be able to show the impact of using our
forecasting module on the users’ rate, we choose to work on
a specific OLT PON Port instead of working on the whole
OLT. This choice is more appropriate since our optimization
approach is supposed to be applied per PON port. As for the
whole OLT, Fig.5 and Fig.6 show the users distribution for
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a PON port that connects 32 subscribers. Fig.7 presents the
final distribution of the PON port users based on the average
of their assignment indexes over all supervised days.
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Fig. 5. A PON port user distribution for Wednesdays
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Fig. 7. A PON port user distribution for Wednesdays and Saturdays

As mentioned in section III, the Grey forecasting model
takes into account the different user distributions resulted
from the combination of clustering analysis and assignment
index calculation. While the heavy and light users are already
selected with high precision, the flexible ones which represent
the majority may tend to one of the other classes if we extend
the dataset and generate more indexes. This can influence the
final users distribution and consequently the extra bandwidth
that will be estimated to be shared among heavy customers.
Fig.8 and Table II highlight for a flexible user, the real values

of the assignment index to the heavy class for all Wednesdays
in the supervised period, and the forecasted values while
extending the dataset by 4 weeks. We evaluated our forecasting
module based on GM(1,1) using the metrics presented in Table
L

TABLE I
MATHEMATICAL FORMULAS OF FORECASTING METRICS
For ing Metric Math ical Formula
Residual Real Value — Forecasted Value

Forecast Error (FE)
Forecast Accuracy (FA)

Mean Forecast Error (MFE)

([Real Value — Forecasted Value]/Real Value) x 100
maz(0,100 — FE)

3
Real Value; — Forecasted Value;)/n
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Fig. 8. Forecasted and real assignment indexes of a flexible user to the heavy
users class for Wednesdays using GM(1,1)

TABLE II
ASSIGNMENT INDEX (AI) OF A FLEXIBLE USER TO THE HEAVY CLASS:
REAL AND FORECASTED VALUES

Day AT to Heavy Users AT to Heavy Users Residual Forecast Forecast
v Real Value Forecasted Value Error (%)  Accuracy (%)
02-11-2016 0,583 0,583 0 0 100
09-11-2016 0,444 0,432 0,012 2,702 97,298
16-11-2016 0,472 0,448 0,024 5,084 94,916
23-11-2016 0,388 0,465 -0,077 19,845 80,155
30-11-2016 0,527 0,483 0,044 8,349 91,651
07-12-2016 - 0,502 - - -
14-12-2016 - 0,522
21-12-2016 - 0,542
28-12-2016 - 0,563 -
Mean Forecast Error (MFE) : 0,0006
Mean Absolute Deviation (MAD) : _ 0,0314
Tracking Signal (TS) : 0,095

The results demonstrate that the average of the assignment
indexes to the heavy class for this flexible user increases from
0.4828 (using real values for the supervised days) to 0.505
(using real values for the supervised days and forecasted ones
for the next 4 weeks), which qualifies it as a heavy user
instead of a flexible one. The different metrics used to evaluate
the GM(1,1) show high performances of this model with a
good forecast accuracy (the minimum obtained is 80,155 %)
and a low Mean Absolute Deviation. The Tracking Signal is
generally used to decide if the forecasting model need or
not to be reviewed. The low value that we have obtained
for this parameter brings confirmation of the good quality
of the GM(1,1) model. We performed the same approach for
all flexible users belonging to the same PON port. The new
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users classification is shown in Fig.9. Whereas before using
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Fig. 9. A PON port user distribution for Wednesdays And Saturdays Using
GM(l1,1)

the forecasting model, the rate of flexible users was 87,5%
for Wednesdays and 96,87 % for Saturdays, the application
of the GM(1,1) shows a more balanced distribution where the
flexible users rate decreases to 68,75% for Wednesdays and
75% for Saturdays. The fact that a part of flexible users tends
to be heavy more than light for Wednesdays whereas it’s the
opposite for Saturdays can be explained by making the analogy
with the daily life of connected people where the most of them
tend to go out on weekends more than weekdays. By looking
to the new users’ distribution resulted from the application of
the Grey model, it’s clear that the additional bandwidth that
can be estimated will be greater since the number of light
users has increased whether for Wednesdays or Saturdays.
Additionally, the number of users who will benefit from the
bandwidth supplement i.e., heavy users, has also increased,
which asserts that the use of the GM(1,1) looks essential
and advantageous in a context of satisfying the majority of
customers in our approach.

V. CONCLUSIONS AND FUTURE WORK

A new approach for enhancing PON users classification
based on their traffic patterns has been proposed in this
paper. In a previous work, we have proposed a mechanism
for reallocating SLA parameters in a PON network based
on their online behavior. This mechanism has as objective to
optimize the upstream bandwidth allocation process without
modifying the DBA itself. The idea was to classify PON users
into 3 classes, heavy, light, and flexible and then, try to add
an extra bandwidth to heavy users for a specific day period.
The classification mechanism was designed based on clus-
tering analysis and an assignment index calculation method.
This mechanism is limited by the fact that the majority of
users were assigned to the flexible class, which looks like
an obstacle in our optimization approach. In this work, we
referred to the Grey forecasting theory in order to predict
the possible traffic behavior of flexible users in the future
with the aim to have a more balanced distribution. Results
have shown clearly the advantage of using this predictive
approach to improve the final users distribution which impacts

directly the extra bandwidth estimation and the number of
beneficiary customers. In a future work, we expect to proceed
to the whole evaluation of the proposed model taking into
account several QoS parameters. We also plan to have a third
version of our model based on the self management aspect
where our optimization mechanism will be integrated in a
real platform and managed by the network itself without any
human intervention.
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Abstract—We examine theissue of disaster recovery after zonal
outages in core networks, especially |P-over-WDM multi-layer
networks. In particular, we consider the network design problem
for aregional failure of circular area of radius R. Our goal isto
design a network that can withstand a randomly located single
failure of radius R. To this end, we formulate the problem as a
constrained optimization problem whose solution for both IP-
over-optical networks and pure ROADM-based networks is
proposed. Subsequently, we develop an efficient heuristic based on
a divide and conquer strategy that gives acceptable results. We
also discuss the role of SDN in design and restoration of such
networks. Simulation results are showcased over a core network
topology thereby realizing the plausibility of such network design.

|. INTRODUCTION

Fault tolerance is an important aspect of wide area networks
[1]. Perhaps it is appropriate to say that fault tolerance is the
most critical aspect of infrastructure operations on which public
services are provisioned [2]. From a telecommunications
perspective, node and link failures summarize much of outages.
A spectrum of techniques have been developed for protection
and restoration of services in the telecommunication domain.
Much of these techniques propose 50-millisecond restoration of
service post a failure. Complex provider networks are being
investigated for node and link failure and a spectrum of
protection strategies have been developed towards mitigating
node and link failuresin mesh networks [3]. Ranging from full
capacity per-link 1+1 protection to shared risk link groups
(SRLG) [3,4], the protection schemes mostly consider single
event outages in networks. These kind of architecture failures
are common, though their occurrenceis usually not singular. In
many of modern provider networks, failures are sizable in
numbers and one can map these across different network strata.
Such kind of multi-layer protection models are also widely
investigated [4,5].

Apart from node and link failure is the issue of mitigating
natural and man-made disasters that can take down portions of
the network. Unlike network and link failures (which are
significantly localized), disc failures (implying that an entire
region is down) are more difficult to handle [6]. In the case of
node and link failures, the failures are often independent of each
other implying that two nodes may fail without necessarily
having the same set of reasons for the failure. However, in the
case of natural or man-made disasters (such as hurricanes,
terror-attacks etc.) an entire region is likely to be impacted,
which may involve several links and nodes being rendered non-

978-3-903176-07-2 © 2018 IFIP

functional. Restoration of a network after an entire region is
down is termed as disc protection [7] on account of the
approximate circular region (a city or a metropolitan region)
that islikely to be impacted during a disaster.

In this paper, we assume a randomly located disc failure of
size R. Clearly, we do not know where the failure may occur.
Our assumption has the following rationale: in case of both
natural and man-made disasters, we want to be able to certify a
network to be able to cater to disasters of a certain magnitude.
We do want to benchmark a network the worst-case failure such
as a natural disaster of Category 5 hurricane or an earthquake
of 7 on the Richter scale and man-made disasters of a
thermonuclear weapon or a cyberattack on a regional grid [8].
Tothisend, we want to design anetwork such that adisc failure
of radius R is taken care of by the network design itself — that
isto say that post the failure of disc size R, the remaining nodes
in the network would continue to be operational.

In section I, we summarize some of the related work
pertinent to our disc protection problem. Section 111 describes
the formulation of constrained optimization model that is
instructive to the network design problem. Section IV describes
an efficient heuristic for network design, which for small-sized
networks is fast and gives promising results. Section V
describes the impact of SDN on disc protection, while section
V1 showcases results from a simulations setup and section VI
summarizes the paper.

Il. RELATED WORK

The areaof protection and restoration has been considered by
many researchersin the past and thereisarich body of literature
available [9,10]. For optical networks, the first body of work
revolved around the SONET/SDH concepts of 1+1 and 1:1
protection [9]. Subsequent to these were optical layer protection
techniques using wavelength protection. The classical routing
and wavelength assignment problem was extended to include
protection in [11]. Multi-layer protection was considered in
[12,13]. Edge-digoint wavelength protection and its scope was
considered in[14]. A key improvement in protection techniques
was the formulation of the Shared Risk Link Group problemin
[3]. Improvements of the SRLG problem were considered by
many researchers such as[15].

The work that is closest to our work was described in [6]. In
that approach, a graph-based approach towards modeling
random cuts was developed. The value of that work liesin the
computation of geometric probability to random cut lines
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leading to reliability computations. The same authors in [16]
have extended their work to include max-flow min-cut based
approach for disc failures. Our work is different from these
effortsin the sense that we consider network design of aknown
set of nodes and plan on route optimizations without subjecting
to traffic variances for arandom failure of size R. We consider
the network design problem from the practical perspective of
ROADM design as well as IP routers and the impact on the
number of transponders and line cards. Our solutionis practical
asit directly considers network egquipment. We also consider a
variation of the solution by including SDNs.

TABLE 1: PARAMETERS

We assume an optical core that supports WDM technology
with Reconfigurable Optical Add Drop Multiplexers
(ROADMS) [17], subtending wavelengths into optical fibers.
The goa of the optimization model is to reduce the additional
resources required (to increase the ROADM pass-through and
add/drop ports) that would enable restoration of services post a
random disc failure. Since, additional resources directly impact
the CapEx (Capital Expenditure) in planning a provider’s
network our work directly helps a network provider to plan and
protect the network based on projected traffic requirements.

TABLE 2:SYSTEM CONSTANTS
N Number of edges |E|
l,,,  Maximum bandwidth of a wavelength

G(V,E) Network graph of set of V nodes and set of E edges
R Radius of the disaster zone. A Maximum permissible delay
Dz (v,€) Disaster zone of radius R covering v nodes and e edges in W, Number of wavelengths at each link
’ G(V,E) t tth Wavelength in set {1,2,3, ..., W,,}
GV E) Network graph after disaster having set of V' =V \ v t' tt" Wavelength in set {1,2,3, ..., 2 * W,}
’ nodes and setof E' = E \ e edges.
Gope(V, E) Oztlimi?d network graph for protection from a disaster of TABLE 3: DECISION VARIABLES
radius R.
Edaes between e node 1 and rods 7 th R Sw; Size of the electrical switch at node V;
/ es between the node i and node j in the graph.vi, :
Ey, Eij {192 3..N} ' J R w; Number of wavelength used at the link ij
Tosem mth instance of the traffic requtist between source node a lf{bkm_ liai;km Link ij for traffic request Typkm
and destination node b using k™" path Pobkm {1 if primary path for traffic Ty, existin G,
T apkm(B) Bandwidth required for traffic T, pxm 0 otherwise.
PM™ Set of primary links (edges) on k“path between source | . {1 if protection path for traffic Topm existin G',
abk node V, and destination node V, for traffic Ty . 0 _Other‘/_ﬂse- _ _
it Set of protection links (edges) on k" path between source Adbiomr Aabiem {é 1ftt}:aff1c. Tabicm i provisioned over the wavelength t,
abk node V7, and destination node V, for traffic Ty, - _ — otherwise.
[PM™,, b X S {1 if ASpkm OF Aspm 1S provisioned over link ij,
) Number of links on the k" path of traffic T,k 0 otherwise.
|PMi
PS,, Set of K paths sorted in increasing order of the path length Optimization model: In our model, we assume a
Lj Link between node V; and V; graph G (V, E), of aset of V verticesand E edges extracted from
Bwk, Available bandwidth on the k" path the network topology. We compute the auxiliary graph
Bw; Available bandwidth on link {,;. G'(V',E") by removing the nodes and edges from G(V,E)
Cy Total capacity of the edge E; present in the disaster regiqn of ra(_jius R. Singe, adisc failgre
R It is the number of additional links/ports require for Ca!n occur at any geograohl_c Io_catlon, bu_t t_o 'n_CI ude the disc
i provisioning the protection path over the edge E;; failure of an arbitrary location in our optimization model, we
5 Delay over the link [;;. (link delay + processing delay of node req_uwg the exact node and edge locations which makes the
i optimization model complex. Therefore, we relax this

i)

I11. OPTIMIZATION MODEL FOR NETWORK DESIGN

Our god is to build a network that would protect against a
randomly located disc failure of some size R occurred due to
natural or man-made disasters. Our fundamental assumption is
that we do not know which region or disc in the network is
likely to fail. However, for sake of classifying a network in
terms of ability to be resilient, we would certify a network
design to be capable of restoring against a failure of some disc
radius R and hence want to come up with a dimensioning model
for equipment that can restore services post a disc failure.
Hence, we develop amodel to compute the additional resources
required to restore services in a network of a known topology
with a randomly located disc failure of size R. This model
would be developed considering practical provider
deployments in core and metro networks into consideration.

requirement by assuming the nodes in the network graph G as
the center of the disc failures, which actualy represents the
worst-case of impact post a falure of radius R. The key
notations of our constrained optimization model are shown in
Tables 1-3. The result of the optimization leads to
ROADM/switch size dimensioning required at each nodein G,
in order to circumvent a circular disc failure. Since the
ROADM/switch size depends on the number of
wavelengths/links, therefore we model to minimize the number
of wavelengthsin the network with protection as our objective.

Objective: Our objective isto minimize the average number
of wavelengths thereby minimizing the average switch size of
the network with protection.

.1 t'ij
mlnﬁ z Zlabkm
VEij vt'
Yabkm
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The above objective functionisvalid for both ROADMsaswell
as L2/L3 switches or routers. In the case of switches and
routers, the number of ports needs to be minimized. Further,
since we are assuming a core network, this means that the
number of ports is linearly proportional to the number of
wavelengths with the caveat that we do not consider wavelength
continuity for a pure IP network or one that allows wavelength
conversion through electrical means facilitated by a controller
(described later).

Our optimization model
congtraints:

is subject to the following

Path Provisioning constraint: Equation (1) ensures that the
primary and protection path does not share any node and link,
i.e. node and link disjoint.

PM™, n PM™, = @,Ya,b €V 1)

Capacity constraint: Equation (2) givesthetotal capacity of
the edge E;; by multiplying the number of wavelengths and the
bandwidth of the wavelength. Equation (3) and (5) ensures that
the total traffic provisioned over an edge does not exceeds the
total capacity of the edge. Equation (4) and (6) ensures that a
single wavelength is assigned to a traffic request over an edge.

Cij = Wy lpw, VE; .
Yvtabkm Tabkm(B).l%km. lyw < Cij, VE;, Vt ®

A e < 1, Yabkm, VE;; @
Yvtabim Tabkm (B)./lf;sz;m- lw < Cijy VEj;, VE ©
SEWn ALY | <1, Vabkm, VE;; ©

Protection constraint: The constraints in equations (7) and
(8) identifies whether the primary or protection path exist for
traffic T,y after the occurrence of disaster.

. wn 4tij
Popkm = 1,if Zi,jeV’Zt Aabkm
a. m .
0, otherwise.

= |PMZ,
| abkl !VTabkm (7)

. wn 1 t'ij _ ’
= {1' if 3ijev' T Agpim = |PMEg] NTooim  (8)
0, otherwise.

Pabkm + ch.bkm = 1' vTabkm! Va, be V, (9)

Constraint in equation (9) ensuresthat for a disaster of radius
R occurring anywhere in the network, at least one path is
available for the traffic Tk, between node V, and node V,,.

Wavelength Continuity: Equation (10) and equation (13)
ensures that a wavelength is assigned to the primary and
protection path. Constraints in eguation (11) and equation (14)
ensures that only single wavelength is assigned for a traffic
requeSt Tabkm-

Yvavkm Tavkem (B)- Aaprem < lpw-lij V1;j € PMyh,, Yabkm, vt

(10)
A pem < 1, Vabkm, vt (11)
A m < Aoy V1ij € PM,, Vabkm, vt (12)

Yvavkm Tavkem (B)- Agprem < lpw-Lij V1ij € PMih,, Yabkm,

vt (13)
AL em <1, Vabkm,Vt' (14)
A < Akm Vi € PM, Vabkm, vt' (15)

Delay Constraint: Constraints in equation (16) and (17)
ensures that the total delay over a primary and protection path
is within the permissible limit.

ZVIijePMg;;k 5,'1 < A, Ya, b, k,m (16)

0;; <A, va, b k,m (17

vlijepmﬁ,’k ij =

The constrained optimization problem can be mapped to the
2-dimensional bin-packing problem and is hence NP-compl ete.
For large networks or for dynamic traffic requests, an efficient

heuristic is needed.

IV.HEURISTIC ALGORITHM

We propose a heuristic algorithm to configure the optimal
network and ROADM/switch size such that in case of any disc
failure of radius R in the network, the protection path aways
existsfor atraffic originating and subsiding from outside of the
disc failure zone. The proposed heuristic takes the network
graph G(V,E), ROADM/switch size Sw;, disc radius R and
traffic requests T,,rm @S input and returns the superimposed
network graph covering the protection path for al the affected
traffic in disc radius R anywhere in the network.

Algorithm to find the optimal network graph for protection
of disc failure of radius R
Input: G(V, E), A, 8, W, R, Topkm Va,b €V
Output: G, (V, E) for vV
Compute primary path PM},, for VT, p.m
Provision PM[;, for VT ,,km
Bwi; = Bwy; — Topm(B) Where E;; € PMgy,
Vi,j=1.23..N

For x inrange (V):
Dz (Vy, E;) isasubgraph of G(V, E) having nodes and edges of V and E in
acircleof radius R centered at node x.
G'(V,E")=G(V,E)/DzL (V4 Ey)

For Vabkm in (Tpxm)
If PMT, & G'(V',E")
(Gope (V, E), BW, Sw)
= PROVISION_BACKUP((G'(V',E"), Tapim, BW, Sw, A, 6))
G'WV',EY = G'(V,ENU G (V, E)
GWV,E)=G(V,E)uUG'(V',E")
Return G(V,E), Sw
To find the optimized network graph, we first calculate the
primary path in the graph G(V, E) for al the traffic requests.
Traffic requests are provisioned over the corresponding
calculated primary paths, if the bandwidth available over the
path to accommodate the requested traffic. The algorithm
deducts the bandwidth provisioned from the links along the path
and only residual bandwidth remains for further provisioning.
Since, the location of the disc radius is not known, we calculate
the graph zZ(Vy, E;), where V,; are the nodes and E; are the
edgesof G(V, E) inthedisc failure of radius R centered at node
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x:Vx € V. We create a new auxiliary graph G'(V',E") by
removing the common nodes and edges of z;(V, E;) and
G(V,E). Now, we compute all the primary paths provisioned in
the previous step. If a path does not exist in the new graph
G'(V',E") then we invoke PROVISION_BACKUP (explained
later) by passing the auxiliary graph G'(V',E"), the traffic
request, the bandwidth and the ROADM/switch size to the
PROVISON_BACKUP module. The cal procedure
PROVISION_BACKUP cal cul ates and provisionsthe protection
pathin G'(V', E") and if needed also adds extra wavelengths by
adding an edge in the graph and/or increasing the switch size.
The module PROVISION_BACKUP returns the graph
Gopt (V, E) which has the additional wavelengths as the edge of
the graph. Thereafter, we superimpose al the G,,.(V,E) in
G(V,E) to get the final graph.
Algorithm to provision backup path
Input: G'(V',E"), Toprem » BW, A, 8
Output: G,,:(V, E), BW
Compute all path PM,,,, for traffic T,ppm in G, k = {1,2,3,..., K}
PS,;, isthe set of K paths sorted in increasing order of the path length.
Path provisioned = 0
For tinrangeK:
BW}, = min({BW,;}) Ei; € PS,,(t)
Delay=sum(é;;) where E;; € PS,;,(t)
If Delay <A
If BWS, > Topim
Provision backup path using PS,;, (t)
Bw;j = Bwij — Tapkms where li]- € PS,, (1)
Path provisioned = 1
Break;
If Path provisioned = 0
#We consider that delay is always in permissible limit for PS,;, (0)
For all I;; in |PSg, (0)):
If Bw;; < Typ

_ Tabkm
Bw;; = Bw;; + IW

Ejy = Ejj+ [Fein]

lpw

Sw; = Sw; + [%]

Tabkm
Sw; = Sw; + [ﬁ]
Path provisioned = 1
Return G'(V',E"), Bw, Sw

We aso use PROVISON_BACKUP to caculate and
provision a path. The module computes all the possible paths
for a given traffic request in the graph G'(V',E'). All the
calculated paths are sorted and stored based on their path length.
For provisioning the traffic request, al the paths are checked
for available bandwidth in the sorted order. In case traffic
requests cannot be provisioned on shortest paths, then the next
shortest path is evaluated for bandwidth availability. We do so
by examining the link of the next shortest path that can suffice
for our required bandwidth. Once we find the next shortest
feasible path, we provision the traffic by deducting the
bandwidth fromall thelinksalong the path. In case the available
bandwidth over al the paths is not sufficient to provision the
traffic request, then extra edges are added in the graph and the
ROADM/switch size at the node is increased. This updated
graph is provided as the output of the heuristic along with the
link bandwidths and ROADM/switch size.

We run multiple iterations of the optimization model and
heuristic by considering a different node as center of the disc
failure of radius R in each iteration for a particular traffic
profile. After running the iterations for al the nodes, we
superimpose the additional wavelength requirement of each
iteration in the graph G. The result is a network G that is able
to protect against afailure of disc size R occurring anywherein
the network.

V.SDN AND Disc PROTECTION

Software defined networking involves the separation of data
and control plane with a centralized controller orchestrating the
network and planning/provisioning services across a network.
The role of SDN in the case of designing networks with disc
failures is relegated to traffic routing and equipment
optimization. In particular, an SDN controller can plan for
optimizing traffic placement across the network post a disc
failure. An SDN controller routes traffic based on its atomicity
level — i.e. coarse or fine chunks of traffic depending on the
controllers’ orchestration level are routed along same or
different paths thereby optimizing the network. This leads to
lower-sized requirements of the equipment in the network —
nodes which would be subject to maximum traffic impact post
afailure now can potentially be relieved of some of the impact
due to better load balancing (post failure). It can hence be said
that to design multi-layer network that are robust against disc
failures an SDN controller is significantly helpful, if not
mandatory. The SDN controller runsthe optimization algorithm
and comes up with aninventory list for each node. The network
is thereafter designed taking into considerations the impact of
the SDN controller. In our scheme, when we assume an SDN
controller, we drop equations (10-13) on wavelength continuity
congtraint, thereby facilitating packet-level granularity to be
juxtaposed on the network. By doing so (dropping equation 10-
13) we are now able to assume that the SDN controller can
optimize the traffic routing with respect to disc failures by
appropriate  sizing (dimensioning) of opticad and [P
router/switch nodes.

VI.SIMULATION AND RESULTS

In this section, we evaluate the path disrupted by a given
disaster of radius in a 30-node core network topology. An
optimization model was developed in Gurobi 7.5 with Python
support. A separate Python codefor the heuristic was devel oped
asadiscrete event simulation model. It takes around 20 minutes
to run the optimization model in Gurobi running over Linux at
HP ProLiant DL380p Gen9, 32GB RAM, 2.9GHz Xeon
base server for agiven disaster radius and traffic in the network
and for asingleiteration.

A. Network Model for Evaluation

For the evauation of our optimization model and the
heuristic, we used the network as shown in Fig. 1, which has
30-nodes, 36-links and average nodal degree of 2.4. For agiven
average hop size, we randomly select source and destination
nodes to generate the traffic request in the network. Since the
number of wavelengths on alink/edge can give the information
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about the size of the ROADM/switch, we simulate the model to
find the average number of wavelengths used per link. In case
the network consists of electrical switches/routers, al the
wavelengths can be considered identical and each wavelength
adds towards the port-count of the switch. In case of an all-
optical network, wavelengths add towards the port-count of the
ROADM at each node. For generating the traffic requestsin the
network, we assume that all the links in the network carry the
same number of wavelengths and all the links are bidirectional .
We consider load computation in the network to be proportional
to the number of edges, number of wavelengths and averaged
over the hop count over all source-destination pairs. Further, we
assume ROADM s to be of at the most 4-degree.

Fig. 1. 30-Node Network topology [18]

In each of our results we consider 20-100 wavelengths with
wavelength capacity 10Gbps with services ranging from
10Mbps to 1Gbps selected randomly. Same result is valid for
higher wavelength capacity i.e. 100Gbps, astraffic request will
be in proportion of wavelength capacity.

It isimportant to note that the results shown here represent
the ROADM/switch size per degree of the node.

B. Optimization and Heuristic Results

We analyze the impact of the load on the average
ROADM/switch required to protect the network for a disc
failure radius of 50 km (typical metropolitan region) for
different wavelengths scenarios as shown in Fig. 2. Here, we
consider the average hop-length=4 for the traffic generation.
From the results, it can be observed that at low loads < 20%,
there is no need to deploy additional wavelengths as the
wavelengths present already have enough bandwidth to carry
the extra traffic in case of disc failure. As we start increasing
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Fig. 2. Effect of load on the ROADM/switch size per nodal degree

the load >20%, thereis alinear increase in the ROADM/switch
size. At high loads > 80%, the required ROADM/switch size
starts getting saturated. This behavior is due to the fact that the
extrawavel engths added at the load of 80% are not fully utilized
and theresidual capacity acrossall the wavelengthsis sufficient
to accommodate the traffic for load >80%. This result is
beneficial for a provider to plan and deploy additional capacity
in its network, based on the maximum active load in the
network at any given point of time. It is key to note that the
heuristic performs well — aimost within 15% of the optimal —
whichissurprising and can only be attributed to the fact that the
network size we consider is a small network i.e. 30 nodes. The
divergence between the heuristic and optimal would be
significant for a large network, say of size 500 nodes, which
though is not atypical core network scenario.

We anayzed the impact of the disc radius on the
ROADM/switch size requirement as shown in Fig. 3. It is
interesting to note that with increasein the disc radius, required
ROADM/switch size are either same or it decreases dightly
across all the different wavelength scenarios. This behavior can
be attributed to the fact that with increase in the disc radius,
larger part of the network goes down. Asaresult, activeload in
the network gets reduced and already available wavelengths are
sufficient to carry the extra added |oad due to disc failure. This
result was found to be valid in both the north-east US as well as
Florida peninsula, where nodes are somewhat closer to each
other. The importance of this result is that it is useful to
benchmark a network against a catastrophe.

We aso analyze the impact of the average hop size on the
required ROADM/switch size as shown in Fig. 4. It can be
observed that for all the wavelength scenarios, there is a linear
decrease in the required ROADM/switch size with increase in
the average hop length. It can be seen from the result that for an
average hop-length of 10, the required ROADM/switch size
reduces by ~25% of the size required at average hop length of
2. Thisisdueto the fact that total traffic in the network will be
more for the smaller average hop length as compared to the a
larger average hop length network. Since, same traffic
consumes the bandwidth over multiple hops in larger hop-
length network. Asaresult, anetwork with higher average hop-
length will require less number of additional wavelengths. This
result is beneficial for a provider to avoid huge investment
incurred in deployment of additional wavelengths when
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Fig. 3. Impact of disaster radius on the ROADM/Switch size
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average traffic hop-length islarger in its network.

We also analyzed the impact of wavelength continuity on the
ROADM size by adding the constraints in our heuristic model.
Shown in Fig. 5 is the effect of the wavelength continuity on
the ROADM/switch size. It is observed that addition of the
wavelength continuity constraint increases the average
ROADM size as compared to the average switch size required
without employing the wavelength continuity. Thisincrease in
the size is because with no wavelength continuity there is
flexibility of choosing adifferent wavelength at each link of the
path. Asaresult, in case asingle wavelength is not available for
atraffic request, different wavelengths are selected for each link
of the path. With wavelength continuity, a traffic request is
provisioned by selecting a single wavelength over all the links
in the path. There is possibility that bandwidth required to
provision atraffic request is aready available on all the links of
the path but on different wavelengths, due to unavailability of a
single wavelength to provision traffic request anew wavelength
is added. As a result, the required ROADM/switch size is
increased. This result is important for providers that want to
deploy SDN in their networks. The role of an SDN controller
would be that of a traffic shaper across the network. This is
possible only when the wavelength continuity constraint can be
relaxed and traffic at finer granularities can be offered to be
provisioned across routes.

V11.CONCLUSION

In this paper, we have considered the important problem of
network design post a failure of a disc of radius R. We have
formulated this problem as a constrained optimization problem
for both optical and IP networks. We have also considered the
impact of an SDN controller on this problem. Further, an
efficient heuristic is proposed that gives promising results (as
compared to the optimal) for core networks. A simulation study
validates our finding for different disc sizes, switch size
evaluation and hop-length.
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Abstract—Network Function Virtualization (NFV) has emer ged
as a hot topic for both industry and academia. NFV offers a
radically new way to design and oper ate networks, by abstracting
physical network functions (PNFs) to virtual NFs (VNFs). This
disruptive innovation opens up a wide area of research, aswell as
introduces new challenges and opportunities — particularly in
provisioning VNF forwarding graphs (or network service chains),
and the resulting VNF placement issue. While forwarding graphs
are often provisioned in the packet domain for fine-grained
control over therespective traffic, we argue that doing so leads to
lower efficiency; instead, provisioning forwarding graphs using
optical transport provesto befar moreefficient in intra-datacenter
(DC) scenarios. While optical service chaining for NFV has
already been proposed, we emphasize the use of optical bus
architectures for the same. We present an architecture conducive
for intra-DC NFV orchestration that can easily be extended to
inter-DC scenarios. We deploy switchlessoptical busar chitectures
in both the frontplane and backplane of the DC. Our design
particularly relies on readily available optical components, and
scales easily. We validate our model using extensive simulations.
Our results suggest that use of optical transport to provision VNF
forwarding graphs can result in significant performance
enhancement over packet-based electrical switch provisioning, in
terms of packet dropsand latency.

|. INTRODUCTION

Network Function Virtualization (NFV) along with Software
Defined networking (SDN) is considered as the game changers
for next generation carrier-networks. While SDN will make the
forwarding plane programmable, reduce the cost by including
whiteboxes and bring generic agility into the network, NFV will
allow the use of virtualization technologies to make complex
network functions that existed in hardware to be placed in
software. NFV, in some sense, facilitates the commoditization
of networks by breaking service chains into network functions
that can further be implemented on standard COTS platforms —
IT-grade servers. The impact of virtualization is immense —
NFV reduces CapEx and OpEx and facilitates better service
velocity in terms of provisioning, upgrading, enabling elasticity
to service chains. This promise of extreme cost-effectiveness
and ability to softwarize the network is what has made NFV a
popular research direction, not just in the academic community
but also with providers — as evidenced by the ETSI initiative
[1]. The NFV framework is undergoing severe consideration
across vendors, providers, developers and academia. From a
service provider standpoint, the question remains as to which
are the best parts of a network to inculcate NFV. Given that at
its core, the smallest indivisible part of NFV is the virtual
network function or VNF — that exists as a standal one software

978-3-903176-07-2 © 2018 IFIP

chunk that can be moved around on VM s — the best position for
placing a VNF is then the service provider data-center (DC).
The thought of placing VNFs in provider data-centers is not
new — it was first explored by the CORD project [2], where
VNFs are placed in mini-data-centers that are formed by
replacing traditional Central Office architecture with abunch of
servers and corresponding switches. While putting VNFsin the
CO isagood ideafor minimizing equipment churn towards the
edge of network, another stress point is at the core of the
network, where there is sizable need for network functions as
well as storage of data. This is the reason why providers have
data-centers in the core of the network, from where they can
launch service chains as well as store data. Such a situation
warrantsthat NFV technol ogies coexist with conventional data-
technologies and, moreover, such an arrangement be integrated
with the rest of the provider network.

The data-center, hence, becomes a key position in the
network where we want to store, process, transport, work-upon
data chunks. An ideal backbone data-center must be able to
support huge amounts of data and network functions.
Scalability is, hence, a key virtue that a DC must possess.
Significant amount of research is available on DC design from
a pure scalability perspective. We, in this paper, consider DC
design from the perspective of both scalability and NFV
provisioning. We require a DC to be able to scale to a large
number of nodes that support both data storage as well as VNF
storage.

Server Racks
hosting
various
VNFs, along
with a ToR
Switch

Server Racks
hosting
various
VNFs, along
with a ToR
Switch

~

F gLre 1: VNF forwarding graphs provisioned using conventional approach
(top) and our approach (bottom).
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To this end, we proposed in [3] the DOSE architecture that
facilitates the creation of amillion node DC using opticsin both
its front plane and backplane. While HELIOS, OSA,
WaveCube, FISSION, etc. [4-7] do use optics as an
interconnection paradigm between top of the rack (TOR)
switches, we go one step further — we use optics in the front
plane as well; i.e. to connect serversto each other. Our concept
assumes contemporary optics — that is easily available and
mature. We do not rely on fast-moving optical devices, instead
deploy an interesting architecture that is primarily based on the
concept of broadcast and select of data across multiple fiber
rings and wavelengths. The resulting DC is then ideally suited
to house VNFs in terms of scalability, responsiveness, growth
of services and churn in the network.

Our DOSE DC consists of sectors as a fundamental
communication unit. A sector could have one-or-more TOR
switches that are connected to servers. Sectors are
interconnected using fiber rings. We could have as many fiber
rings as one would want — subject to only port size of the
cascade of sector-fiber switches and OSNR limitations. A
sector is alocated a batch of wavelengths on which it
perpetually can transmit into any one of the fiber rings. Whilea
sector transmits into just one of the rings — it can receive data
from all of the rings. The ring-to-sector interconnection is
passive, implying a bus formation that is formed by the use of
power-splitter, a combiner (coupler) as the interconnection
element between the fiber ring and the sector. In addition to the
use of optics in the backplane to connect sectors, we also use
optics in the front plane to connect servers. Servers to
communicate within a sector may use the TOR electronic
switch or may use all-optica wavelength buses for
communication. Fig. 1 illustrates the difference between
provisioning a network service chain using the conventional
spine-and-leaf architecture (top) vs. our proposed bus
architecture (bottom). While the service chain needsto visit the
core switch between any two VNFs, the sameis not true for the
bus architecture. The use of front plane opticsisaway of saving
on wiring as well as reducing latency for communication.

This paper is organized as follows. Section Il discusses the
related literature, while section 111 details our DC architecture.
We present our simulation framework and resultsin section V.
Section V contains some concluding remarks.

II. RELATED WORK

In this section, we present some of therelated literaturein the
context of this paper, and highlight our contributions.

Several approaches have been reported in the literature,
addressing the VNF placement and deployment problem in the
context of NFV. An instrumentation and analytics framework
is presented in [8], which shows that use of embedded
instrumentation provide opportunities for providersto fine-tune
their NFV deployments from both the technical and economic
perspectives. A micro-service-based NFV orchestrator TENOR
is presented in [9] that focuses on: (i) automated deployment
and configuration of services composed of virtualized
functions, and, (ii) management and opti mization of networking
and IT resources for VNF hosting. Authors in [10] proposed

forecast-assisted service chain deployment algorithm that
includes the prediction of future VNF requirements. Possibility
of minimizing the expensive optical/electronic/optical
conversions for NFV chaining in packet/optical datacenters by
using on-demand placement of VNFs is identified in [11]. A
model for NFV placement is presented in [12] which considers
the utilization of links and servers to minimize the maximum
utilization over al links and switches. [13] proposed a hybrid
architecture (optical/electrical) suited for NFV.

We now summarize some of the leading DC architectures.
Several data center architectures have been proposed in recent
years. The fat-tree [14] data center architecture proposed a
hierarchy of three layers of electrical switches— core, aggregate
and edge switches and is the most commonly deployed variant.
In the DCell [15] architecture, a server is interconnected with
other servers as well as a mini-switch. Servers communicate
either through their connection to the mini-switch or through
their connections to other servers. In c-Through [16], optical
paths between top-of-the-rack (ToRs) switches are shared based
on inter-rack traffic demands, while, ToRs are daso
interconnected with dedicated packet-switched paths. Helios
[4] aso usesatopology manager to measuretraffic and estimate
demand of the ToRs, based on which it computes the optimal
topology for circuit-switched paths. Architectureslike OSA [5],
WaveCube [6] use reconfigurable optical devices to create
optical circuits at runtime. Reconfiguration delay for these
optical devices is a bottleneck. Delay in order of 10ms is too
high for latency-intensive or smaller granularity flows.

In FISSION [7], optical backplane consists of number of
fiber rings which are divided into sectors. Each sector can
receive from all the fiber rings but can transmit only to asingle
ring. Each sector consists of servers inter-connected using
switches in clos architecture. DOSE [3, 17] is an extension of
the FISSION, where fiber rings are used to interconnect servers
within the sectors, thus|eading to both optical backplane aswell
as optical frontplanes.

Our work isinspired from the DOSE architecture [3], which
we apply in this paper in the context of provisioning VNF
forwarding graphs. While we largely restrict our discussion in
this paper to intra-DC scenarios, it isimportant to note that our
approach can easily be extended to inter-DC scenarios as well.

I11. SYSTEM ARCHITECTURE

In this section, we detail our datacenter architecture (see Fig.
2) where we deploy the optics in both frontplane and backplane
to dynamically provision VNF forwarding graphs of services.

The fiber ring-based DC optical backplane comprises one or
more fiber rings. Fiber based backplane support optical buses
in a ring configuration. Multiple number of sectors are
connected in each fiber ring. Each sector in a fiber is allocated
afix set of wavelengths to transmit in a specific fiber ring. At
the receiver of a sector, each ring drops a composite WDM
signal constitutes of all the wavelengths of the fiber. This
configuration allows a sector to transmit in a single fiber while
allowing a sector to receive from al the fibers.

Each sector consists of wavelength selective switches
(WSSs) to split the composite WDM optical signal from the
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backplane fibers to its constituent wavelengths. WSSs are
preconfigured to drop only select wavelengths to each sector
(being restricted by the EOS port count). These dropped
wavel engths are processed by Electro-Optical Switch (EOS) for
the service requests. Based on the request of service chain rule
and load, EOS forwards the service to one of the k frontplane
fiber rings, which are at the k ports of the EOS. Each frontplane
fiber ring has m interconnection points, which are the interface
points for the ToRs. Each frontplane deploys a unidirectional
wavelength bus shared amongst all racks. An interconnection
point consists of two couplers (one each for adding/dropping
wavelength to/from frontplane) separated by an optical switch
asshownin Fig. 2. Being an optical bus-based frontplane, when
a ToR/EOS transmits in it, al the downstream ToRYEOS
receive the data. In this scenario all the unintended recipient
discards the data based on an electronic match at its receiver.
On arriving at a server, the packet is processed and forwarded
via the frontplane to the next VNF based on the service’s
forwarding graph. A rack may host one or more VNFs. Based
on VNF forwarding graph, if a service is for the EOS, it is
forwarded to the frontplane, and after all of a service’s VNFs in
that sector are processed, it isthereafter sent to the backplane.

There are different wavelength assignment schemes for the
ToR switchesin the frontplane fiber ring, based on the number
of wavelengths:

= & » Datacenter Backplane

Cloud & NFY
Manager

Optical switch
q D Add/Drop couplers

___ Optical splitter

1

VNF L=
Managers |

!

| ToR switch

Virtualized | Interconnection

- Infrastructure | s
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0 5 @ 0o

NFV M&0O

o {8 4
Front-plane fiber rings
Figure 2: Proposed DC Frontplane architecture.

(@) Single Wavelength: In this wavelength assignment
scheme, the frontplane fiber ring has only a single wavelength,
where al ToRs are allocated with same wavel ength to send and
receive traffic. This single wavelength is time-shared between
al ToRs and a token-based grant is used to avoid any
simultaneous transmission of two or more ToRSEOS. The
arbitration is done using an out-of-band control channel ahead
of time. Using a dedicated control channel for token allocation
makes the architecture ssimple and helps in efficiently utilizing
the data channel. This scheme also helps in reducing the load
on the EOS as number of times a packet visit EOS will be less
than the cardinality of its VNF forwarding graph.

(b) Multiple Wavelengths: This wavelength assignment
scheme can be further divided into two sub-schemes:

Number of wavelengths = Number of racks: In this sub-scheme,
there are a total of m wavelengths in a frontplane, and
consequently each ToR is assigned a dedicated wavelength to
send and receive traffic. In this case, if a VNF resides on some
ToR, then the EOS will use a dedicated wavelength to send the
packet to the respective ToR, and after processing the packet,
the ToR will forward the packet to EOS for its next VNF
processing. Since, each ToR has a dedicated wavelength, this
scheme does not require any out-of-band control channel. But,
the load on the EOS also increases as the service needs to visit
the EOS after each VNF processing.

Number of wavelengths < Number of racks: In this sub-
scheme, there are < m wavelengths in a frontplane, which are
time-shared to send/receive traffic. Because of time-sharing,
each ToR is equipped with atunable laser. Similar to the single
wavelength scheme, an out-of-band control channel is used to
arbitrate the pool of wavelengths between the ToRs and the
EOS. This scheme also helps in reducing the load on the EOS
as the ToR belonging to next service chain rule in the
downstream can be directly reached without visiting the EOS.

Our architecture assumes an SDN-based central controller
for service provisioning, which interfaces with the VNF
manager for the instantiation and management of the VNFs on
servers (see Fig. 2). The SDN controller populates the service
chain rules and gather statistics to/from the EOS and ToRs. It
shares the flow statistics and new service request information
with the VNF manager. Based on the load and service request,
VNF manager instantiates the VNFs on the server and shares
this information with SDN controller for service provisioning
and resource management.

IV. OPTIMIZATION MODEL FOR BACKPLANE WAVELENGTH
ASSIGNEMENT

In this section, we formulate an optimization model to
deduce the backplane wavelength assignment. The goal is to
connect most pair of sectors across the backplane using the
minimum wavelengths. Our list of parameters and decision
variables part arelisted in Table 1 and Table 2, respectively.

Table 1: List of Parameters

Parameter Meaning
w; Wavelength of type i
F; Fiber j

Sector k

Sk

14 Wavelength Multiplicity in the backplane
B Contention factor at a sector’s drop ports

w Number of wavelengths per backplane fiber
n Number of sectors per backplane fiber

Yp Number of add ports at sector S,

Table 2: List of Decision Variables

Meaning

Wavelength of type W; in fiber F; from sector S,
to sector S, .

Variable

rq
i

The objective of our optimization model is to ensure
maximum connectivity between every pair of sectors across
the backplane, i.e.,

max Z lqu
i.j,p.q(#p)
subject to the following constraints.
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Each wavelength can be used at most once across a sector’s
add ports. For instance, a sector cannot transmit on the same
wavelength on different fibers in the backplane. Moreover, a
wavelength added by an ingress sector in the backplane may
be dropped at a maximum of a sectors. Thus, each of the lﬁ-q

originating from ingress sector S, on wavelength W; can
connect to atmost a egress sectors, i.e.,

Vi, p, Z Aqu <a
ja(=p)

An ingress sector can only transmit on wavelengths from a
single fiber in the backplane. This results from the physical
constraint that a sector’s ADD WSS can be connected to only
a single fiber, and consequently a sector’s add wavelengths
cannot be added across multiple fibers in the backplane.
Thus, for a given ingress sector, there exists a unique fiber in
the backplane on which it transmits, i.e.,

vp, 3l j: Z 9> 0
i,q(#p)
Such a uniqueness constraint can be handled by LP solvers
using a Special Ordered Set (SOS) of type One.

Each wavelength in the backplane can be used by atmost
one sector. This eliminates the case of multiple sectors
transmitting on the same wavelength in the same backplane
fiber. Thus, there exists a unique sector which transmits on
a particular wavelength in a backplane fiber, i.e.,

vi,j, A p: z A #0
q(#p)
Such a uniqueness constraint can be handled by LP solvers
using a Special Ordered Set (SOS) of type One.

The number of distinct wavelengths added from a sector is
bounded by the number of add ports at the sector. Let us first
define few auxiliary variables to formulate this constraint.
> Afanddy = {o, ifdy =0

Vi, p:d? =
1 1, otherwise

ja(=p)

Here, dip denotes the cardinality of the set of egress sectors
receiving from sector S, on wavelength W; via the backplane,
whereas d;p is a binary variable which determines whether
wavelength W; is used by sector S, to transmit in the

backplane. The stated constraint can then be formulated in
terms of these auxiliary variables as:

vp: Z d;p <Yp

Each backplane fiber hasl W wavelengths, each of which
can potentially be dropped at a sectors. Thus, a fiber can drop
at up to aW port across n sectors, 1.e. % ports per sector. In
addition, an egress sector is configured to receive at most 8
wavelengths of the same type from the backplane, i.e. it can
receive up to % distinct wavelengths. Thus,

. aW
va.j, z /11;;1 < Y
i,q(#p)

Given the contention factor, at most 8 backplane fibers can
drop the same wavelength at an egress sector, i.e.,

; § pa

vq,i, Ay =B

jp(Eq

Each wavelength in a backplane fiber is dropped at upto a

sectors.

- pq
Vi, j, Z A i <a
p.q(p)
Each sector has at least one drop port and at least one add
port connected to the backplane.
vsi Y Azland ) 21
i.j,p(#s) i,j,q(#s)
Atmost one wavelength connects every pair of sectors in
the backplane.

vp,q(# p): Zlﬁ’j" <1
0

To compute the backplane wavelength assignment for a
million server DOSE datacenter, the above formulation takes
~20 seconds on an Intel Quadcore i7 CPU@3.5GHz with
16GB RAM.

V. SIMULATION AND RESULTS

In this section, we evaluate our proposed DC design using a
Python-based discrete event simulation, and discuss the
observed results. We simulate a DC with the well-known fat-
tree architecture [13] and compare its performance (primarily
in terms of metrics such as latency and packet drops) with that
of our proposed DC architecture.

Smulation Model: For a given number of servers, we
generate the corresponding fat-tree DC. We assume one of the
PODs interface with the Datacenter Inteconnection Point
(DCIP), and is thus the source/sink of al DC traffic. Although
edge, aggregate and core switches in a fat-tree DC are
considered the same, for the sake of comparison, we consider
all server-edge switch links at 1Ghps, all edge switch-aggregate
switch links at 10Gbps and al aggregate switch-core switch
links at 100Gbps. Astraffic entersthe DC viathe DCIP, it visits
various serversin succession depending on its VNF forwarding
graphs, and on completion, exits the DC through the DCIP. We
assume each server to host a single VNF. In the rest of this
section, we refer to this case as the “FatTree” scenario.

Similarly, we also generate a DC network with our proposed
architecture, comprising of sectors, each of which hostsabunch
of frontplanes, which in turn consist of a bunch of racks, while
the sectors are interconnected via backplanes. Here too, we
assume one sector to interface with the Internet (viaDCIP), and
is thus the source/sink of al DC traffic. We assume each
frontplane to host all VNFs, one per server rack. As traffic
enters the DC via DCIP, it visits the |east-loaded frontplane in
the DC and on completion, exitsthe DC viathe DCIP. An EOS
has three port types, namely, (a) backplane ports (to receive
traffic from the backplane), (b) add ports (to send traffic to the
backplane, and, (c) frontplane ports (each hosting a unique
frontplane). In the backplane, each wavelength drops traffic at
two sectors (we term this a “wavelength multiplicity” of 2). If
two sectors are not directly connected (i.e. viaasingle-hop) via
a backplane wavelength, we consider multi-hopping routing to
route traffic between them. The server-ToR switch links are
assumed at 1Gbps, the frontplane rings are assumed at 10Gbps,
and the backplane rings are assumed to be at 100Gbps. In the
rest of this section, we refer to this case as the “DOSE” scenario.

In both scenarios, to service a particular VNF regquirement of
a network service chain, of the many servers hosting the




ONDM 2018

0.40

T — — —1 0.0025 —
e DOSE || =
= - FatTree

5 0.35
€ 030

d:

=3
2
S
5]
-]

g 025
€ 0.20
Z 015
£ o010

3 o.05 . S |

0.0015

0.0010
—e— DOSE

0.0005
- FatTreeJ

Latency (in seconds)

0.00
10° 107 0.000p 50

60

1500 2000 2500 3000 3500 4000 4500

5000

60—
F 50

£ a0
a
g 30
s
E 20

& 10

b

—a— DOSE |
- - FatTree

10/ 10° 10t Tooo

Artival Rate (packets per second per server)

Fig. 3. Effect of Load on DOSE and FatTree DCs

required VNF, we choose the one with the least loaded path.
Every switch/server port is assumed to have two buffers — one
each for sending and receiving. All ports are assumed to be
bidirectional. For a fair comparison between the two DC
networks, we ensure the same traffic footprint in both scenarios.
Each DC network is generated with 100 servers. Although for
agiven number of servers a unique topology is possible for the
fat-tree architecture, the same is not true for our proposed
architecture. In this evaluation, we consider an arbitrary
topology for the DOSE DC, while deriving an optimal topology
remains our future work. For a given number of VNFs, we
generate the same number of services, each with a random
service chain of varying lengths. All services are assumed to
have the same priority level. Packet sizes are generated from an
exponential distribution with a mean of 250 bytes, while packet
arrivals are assumed to be Poisson distributed. A number of
packet generators are placed on the Internet-facing side of the
DCIPs to pump traffic composed of various services into the
DC. A lookup delay of 300 nanoseconds and an average
processing latency of 200 microseconds per packet is assumed.
The port buffer capacities are considered proportional to their
port rates, starting at 256kB for 1Gbps (~1000 packets per
buffer) and so on. Leveraging the optical bus-based backplane
in the DOSE DC, we consider each wavelength to be dropped
to 2 sectors. We term this as “wavelength multiplicity”. A
wavelength multiplicity of 1 would imply a point-to-point
connection (lightpath). To eliminate statistical errors, all results
are averaged over 5 distinct traffic patterns.

Effect of Load: Fig. 3 contrasts the effect of load on the two
DC architectures in terms of average end-to-end latency (in
seconds, top) and average packet drops (in %, bottom). Both
metrics are computed across al services. We vary the packet
arrival rate per server from 1 to 100,000 packets per second.
Note that the abscissais plotted in log-scale.

The latency gradually increases from low to medium loads
and drops thereafter. The decrease in latency from medium to
high loads might seem counter-intuitive at first, but can be
reconciled when observed in sync with the corresponding
packet drops. At medium to high loads, packet drops
significantly increase, and consequently lesser service chains
are fully served. As a result, packets are either promptly
dropped (resulting in higher packet drops), or promptly served
(resulting in lower latencies). The benefit of DOSE over
FatTree architecture is most pronounced at medium loads.
Thus, in terms of latency, both packet and optical scenarios

P SR
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Fig. 4. Effect of buffer size on DOSE and FatTree

DCs
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Fig. 5. Effect of network size on DOSE DC

perform similarly at low and high loads, while benefit of optical
backplane and frontplane is most pronounced at medium loads.

The average packet drops (or blocking probability) increases
from low to high loads for both DC architectures, though the
difference between the two is not much pronounced. In
conclusion, while optics help bring down the latency, it does
not improve the blocking probability as much.

Effect of Buffer Sze: Fig. 4 plotsthe impact of buffer size on
the two DC architectures. We vary the buffer size from a 1000
packets to 5000 packetsin steps of 1000, and note the observed
effect on the two performance metrics. These plots consider an
arrival rate of 100,000 packets/second per server.

Both latency and packet drops decrease with rise in buffer
size, the former only dlightly while the latter considerably. This
can be explained as follows. Larger the buffer, more packets
can be stored, resulting in an increase in the observed end-to-
end latency. An increase in buffer size essentially means more
packets are accommodated, and in turn lesser packets dropped.
The impact of buffer size is more pronounced for fat-tree
architecture than for DOSE. Thisisattributed to the fact that the
scope for betterment in latency/packet israther low in case of a
DOSE DC.

Effect of Network Sze: Fig. 5 plotsthe effect of network size
for aDOSE DC. The optical bus architecture employed in the
DOSE DC significantly reduce the simulation run time, as
compared to the fat-tree architecture; so much so that
simulating a fat-tree network over servers becomes infeasible.
Hence, the effect of network size could only be studied for the
DOSE DC. We consider a 100 and 1000 node DOSE DC
network, and vary the packet arrival rate per server from 1 to
100,000 packets per second, and plot the observed affect. Note
that the abscissais plotted in log-scale.

A larger topology leads to longer paths resulting in higher
latencies. At low loads, larger topologies seem to lower the
packet drops due to the larger cumulative buffer capacity across
the network, although the buffer per server/switch remains the
same. However, at medium to high loads, the packet drops tend
to increase with larger topologies.

Effect of Service Chain Length: Fig. 6 plots the effect of
service chain length on the two DC architectures. We vary the
service chain length from 1 to 10, and note the observed effect
on the two performance metrics. These plots consider an arrival
rate of 1,000 packets/second per server. We generated a mix of
10 services each with a service chain length from 1 to 10.
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With increasing service chain length, the latency increasesin
both the DC architectures, as longer service chains lead to
longer service latencies. However, the latency for the DOSE
DC issignificantly and consistently less than that of a FatTree
DC. With increasing service chain length, the packet drops
largely increases, with no tangible improvement offered by a
DOSE DC over aFatTree DC.

Effect of Number of Services. Fig. 7 plots the effect of
varying number of services provisioned using the two DC
architectures. We vary the number of servicesfrom 1 to 10, and
plot the observed effect on the two-performance metrics. These
plots consider an arrival rate of 100,000 packets/second per
server.

The latency as well as the packet drops remain largely
agnostic to the number of servicesin a DOSE DC, while afat-
tree DC seems to be dlightly impacted. Thus, DOSE
significantly outperforms fat-tree over awide range of services.

Effect of Number of VNFs: Fig. 8 plots the effect of varying
number of VNFsin the DC considering both architectures. We
vary the number of VNFs from 1 to 10, and for a given number
of VNFs, we generate as many services with varied service
chain lengths. These plots consider an arrival rate of 100,000
packets/second per server.

Growing number of VNFsincreases both the latency as well
as the packet dropsin case of afat-tree DC, while a DOSE DC
is hardly affected by the same. The performance of aDOSE DC
is again better than that of a fat-tree DC across a varied range
of VNFs.

V1. CONCLUSION

In this paper, we proposed a novel approach to provision
network service chains for intra-DC scenarios. Our architecture
heavily relies on optics, and deploys a switchless optical bus
design both in the frontplane as well as in the backplane.
Compared to the case with packet-based provisioning of
network service chains, our architecture offers higher
bandwidth due to use of optical fibers, as well as traffic-
agnostic, as only the ports and not the links needs to be
upgraded from time to time, unlike the packet-based scenario.
We validated our model using extensive simulations, and
compared our design with packet-based provisioning in terms
of relevant metrics such as packet drops, latency as well as
effect of design parameters such as buffer size, service chain
length, topology size, etc. We observe that optics can play a

Fig. 7. Effect of number of services on DOSE and
FatTree DCs
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Fig. 8. Effect of number of VNFs on DOSE and
FatTree DCs

significant role in improving the provisioning the VNF

forwarding graphs for NFV.
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Abstract—Space Division Multiplexing (SDM) is a promising
solution to provide ultra-high capacity optical network infras-
tructure for rapidly increasing traffic demands. Such network
infrastructure can be a target of deliberate attacks that aim at
disrupting a large number of vital services. This paper assesses
the effects of high-power jamming attacks in SDM optical net-
works utilizing Multi-Core Fibers (MCFs), where the disruptive
effect of the inserted jamming signals may spread among multiple
cores due to increased Inter-Core CrossTalk (ICo-XT). We first
assess the jamming-induced reduction of the signal reach for
different bit rates and modulation formats. The obtained reach
limitations are then used to derive the maximal traffic disruption
at the network level. Results indicate that connections provisioned
satisfying the normal operating conditions are highly vulnerable
to these attacks, potentially leading to huge data losses at the
network level.

Index Terms—High-power jamming attacks, optical network
security, space division multiplexing.

I. INTRODUCTION

Space Division Multiplexing (SDM) [1], [2] has been iden-
tified as a promising solution to the capacity crunch driven by
the fast growth of bandwidth-intensive services. SDM enables
ultra-high capacity in optical networks by utilizing a number of
spatial resources, which can refer to multiple cores inside the
same cladding of Multi-Core Fibers (MCFs); multiple modes
inside the same core of Few-Mode Fibers (FMFs); or parallel
single-mode fibers in the same bundle [3]. In weakly-coupled
MCEFs, which are in the focus of this work, each core within
the fiber is used as a distinct communication channel, assum-
ing sufficiently low interference between neighboring cores
[4]. Key parameters determining the maximum transmission
reach of optical signals in MCF are Amplified Spontaneous
Emission (ASE) noise and Inter-Core CrossTalk (ICo-XT) [5].

As the critical infrastructure enabling a plethora of vital
societal services, optical networks can be an enticing target
of deliberate attacks aimed at service disruption [6]. High-
power jamming attacks, in which an attacking signal is inserted
into the network via, e.g., direct access to the fiber plant,
monitoring ports, or by bending the fiber, can be harmful to
optical networks deploying different technologies. In networks
based on Wavelength Division Multiplexing (WDM), this
attack affects co-propagating user signals by increasing the
Inter-Channel CrossTalk (ICh-XT) among channels travers-
ing the same fiber (core) [6]. In SDM-based networks, the

978-3-903176-07-2 (© 2018 IFIP

damaging potential of jamming signals can not only affect
signals inside the same core, but it can also propagate to
signals in adjacent cores via increased ICo-XT. The primary
requirement for increasing the network robustness to attacks
is to evaluate the harmful effects caused by attacks and to
quantify the damage they can cause to the network. While
the damage from jamming attacks and the ways of increasing
the level of physical-layer security in optical networks have
been investigated in the context of Single-Mode Fibers (SMFs)
[7]-19], the harmful effects of jamming attacks in MCF-based
SDM networks have not been studied so far.

To provide an assessment of the vulnerability of SDM
networks to high-power jamming attacks, we evaluate the dis-
ruptive effects of jamming attacks to legitimate co-propagating
signals in MCF. We first identify the maximum signal reach
limited by ASE noise and ICo-XT under normal operating
conditions. We then calculate the reduction of the maximum
reach due to increased ICo-XT as a function of the power
of the jamming signal, as well as the modulation format and
bit rates of the legitimate signals. Using the developed model
and ICo-XT-imposed reach limitations, we evaluate the overall
traffic losses due to the physical-layer disruptions imposed
by jamming attacks in the European backbone network, thus
bounding the maximum extent of damage caused in the
considered network. Results show that individual connections
are highly vulnerable to the high-power jamming attacks,
especially the ones with more complex modulation formats or
longer reaches. At the network level, the attacks can disrupt
a significant number of connections, causing the loss of huge
amounts of data.

The remainder of this paper is organized as follows. Related
works on physical-layer security aspects in optical networks
are reviewed in Sec. II. Sec. III presents an assessment of
the reach limitations of optical channels in an MCF imposed
by ASE noise and by attacks causing excessive 1Co-XT.
Sec. IV expands the analysis to a network-wide scenario and
evaluates the maximum possible traffic disruption. Finally,
Sec. V concludes the work and presents guidelines for further
investigation.

II. RELATED WORK

As a promising solution to overcome the upcoming capacity
crunch, SDM networks have been the subject of several studies
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focusing on a range of aspects from fiber manufacturing
to the efficient spectrum management. Due to significant
architectural differences, several management strategies need
to be revisited, such as resource allocation algorithms, e.g.,
Routing and Wavelength Assignment (RWA) and Routing and
Spectrum Assignment (RSA) algorithms, used in WDM and
Elastic Optical Networks (EONSs), respectively, need to be
revisited to be suitable for SDM networks.

The work in [7] investigates the intra- and inter-channel
CrossTalk (XT) effects caused by the injection of high-
power jamming signals in WDM all-optical networks and
shows their harmful effect to the performance of the optical
channels. In [9], the authors propose approaches to decrease
the overall damage caused by attacks through tailored, attack-
aware routing and/or wavelength assignment. The work in
[8] proposes a design strategy that enhances the conventional
Dedicated Path Protection (DPP) with attack-awareness. The
above-mentioned studies show that physical-layer security can
be enhanced while using the same amount of optical resources
as conventional, resource-saving approaches. However, these
works consider a WDM optical network where the damaging
effects of jamming signals stay confined in a single fiber core.
In SDM networks, signal interference among adjacent cores
cannot be neglected, particularly in the presence of high-power
jamming signals.

The ICo-XT seems to be the main SDM drawback and
limitation, which can affect the maximum transmission dis-
tance depending on the applied modulation format and bit
rate. Therefore, the ICo-XT assessment is a crucial issue, and
different ICo-XT models have been proposed in the literature.
For instance, the authors of [10] and [11] apply very precise
models, which allow estimating ICo-XT level for a particular
core and transmission distance (from a source node) as a
function of fiber physical characteristics, current transmission
distance and number of adjacent cores.

The models can be simplified assuming the worst-case
ICo-XT scenario (i.e., the core with the highest number of
adjacent cores), as well as applied to find transmission reaches
of different modulation formats in the presence of ICo-XT. By
these means, the authors of [5] assess the modulation transmis-
sion reach as a function of the ICo-XT, the modulation format
and its XT tolerance for different MCFs. Then, the work in
[5] proposes a design strategy that considers SDM networks
by considering the transmission reach limitations in MCFs.
The work in [12] considers SDM networks and proposes
an attack-aware Routing, Spectrum and Core Assignment
(RSCA) strategy for design and provisioning. The strategy
avoids assigning the same spectrum slot to potentially harmful
signals and trusted signals if they traverse adjacent cores.
This approach reduces the risks from ICo-XT impairment and
related vulnerability of trusted channels. These works focus
on the design and connection provision in SDM networks,
but do not investigate the potential disruption caused by the
ICo-XT in the presence of a malicious high-power jamming
signal attack to connections provisioned considering normal
operating conditions.

TABLE I
OSNR AND ICO-XT SIGNAL REQUIREMENTS [5]
BPSK QPSK 16-QAM  64-QAM
OSNR iy [dB] ) 72 3.9 198
XT3 max [dB] -14 17 23 29
Ps=1mW L,pan,=100km G =20dB NF =55dB

Fig. 1. 12-core double-ring MCF [14].

Different from the previous works in the literature, this
work investigates traffic realized considering normal operating
conditions and the most spectrally efficient modulation format
is affected by the maximum reach limitations imposed by
ICo-XT. We first provide an analysis of the maximum trans-
mission reach of signals limited by ASE noise and ICo-XT
under normal conditions and in the presence of a high-power
jamming signal. Then, we evaluate how the reduction of signal
reach disrupts traffic at a network level.

ITI. THE IMPACT OF JAMMING ATTACKS ON
TRANSMISSION REACH IN MCF

In this section, we provide a methodology to calculate the
transmission reach limitations of optical signals traversing
MCF and quantify the reduction in the reach caused by
jamming signal-induced ICo-XT.

The maximum transmission reach of an optically amplified
signal is limited by several impairments which guide the
selection of the bit rate and modulation format for each
network connection. The two dominant limiting factors in
MCF networks are ASE noise and 1Co-XT [5], considering
that the network has Digital Signal Processing (DSP)-enabled
receivers, which are capable of compensating chromatic and
polarization-mode dispersion, nonlinear channel backpropaga-
tion to compensate intra-channel nonlinearities, and balanced
channel power.

Optical Signal-to-Noise Ratio (OSNR) requirements, which
largely depend on the ASE noise, tighten with the increasing
complexity of modulation formats, where more complex and
spectrally efficient modulation formats require higher OSNR
to achieve acceptable Bit Error Rate (BER) values. The
transmission reach limitation due to noise is also inversely
proportional to the signal bit rate, i.e., signals with higher bit
rates have a shorter reach. The reach limitation due to ASE
is calculated using (1), where Py is the average optical power
per channel, Ly, ., is the distance between the equally spaced
line amplifiers, OSN R,;;, is the required OSNR at the receiver
side (summarized in Table I), & is Planck’s constant, f is the
optical signal frequency, G and NF are the amplifier gain and
noise factor, and Ry is the symbol rate [5], [13].

PS'Lspun
OSNRin-h-f-G-NF -Rg

ey

Lmax,OSNR =
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Fig. 2. Maximum transmission reach limited by OSNR (white-faced markers) or XT (color-faced markers) for different bit rates. No Jamming Signal (NJS)

represents the case where there is no jamming signal present in the fiber.

The reach limitation due to ICo-XT is a function of the
modulation format only, where more complex modulation
formats are more sensitive to ICo-XT, independent of the bit
rate. This limitation is calculated using (2), where XTup max
refers to the XT limit of the modulation format (described
in Table I) and XTyp ixm refers to the fiber unitary ICo-XT
(accumulated by transmission over 1 km) [5], [14].

XTaB.maxXTdB.1km
Lmux,XT =107 ™ (2)

This analysis considers the balanced power scenario and the
corresponding model from [5] as a baseline and investigates
the ICo-XT effects of a harmful jamming signal with different
power levels present in the fiber. Effects of the jamming signal
on OSNR limits are considered negligible.

Table I describes the set of parameters, assumed as in [5],
where user signals are transmitted at 1550 nm over a 12-core
double-ring structure MCF with one propagation direction (see
Fig. 1), yielding worst aggregate ICo-XT (XTyp,1km) of -61.9
dB [5], [14]. A 4 dB penalty margin is also assumed for both
OSNR and XT limits [5]. The considered transponder types
support bit rates of 40 Gbps, 100 Gbps and 400 Gbps, as well
as BPSK, QPSK, 16-QAM and 64-QAM modulation formats.
The maximum transmission reach is calculated for the attack-
free setup and for the worst-case attack scenario where the
harmful jamming signal is inserted in one of the fiber cores in
the inner ring, potentially affecting the signals in four adjacent
cores via increased ICo-XT. The power gain of the jamming
signal is varied from 1 to 5 dB to mimic attacks with different
intensities.

Fig. 2 shows the maximum transmission reach for the
different bit rates and modulation formats in the 12-core
double-ring MCF showed in Fig. 1. In each scenario, the
transmission reach of user signals is determined by the most

limiting factor between OSNR and ICo-XT, denoted with
white-faced and color-faced markers, respectively.

It is interesting to note that 400 Gbps signals are not affected
by the considered attacks regardless of the used modulation
format or the power of the jamming signal. This is because
OSNR severely limits the reach of 400 Gbps signals already in
normal operating conditions, and the attack-induced ICo-XT
levels are not sufficient to exceed this limitation. However, as
the modulation complexity increases, the ICo-XT limitation
for 400 Gbps signals tightens and approaches the OSNR
limitation. The trends for 400 Gbps signals across Figs. 2a-2d
indicate that the power gain of the jamming signal should be
above 5 dB to violate the OSNR threshold and impose reach
limitations on these signals.

The less restrictive OSNR constraints allow for a longer
reach of 40 and 100 Gbps channels, making these channels
more likely to be limited by ICo-XT. The reach of 40 Gbps
signals using QPSK, 16- or 64-QAM (Figs. 2b, 2c¢ and 2d)
is limited by ICo-XT even in the attack-free scenario (note
the color-faced markers for the NJS case). For instance, as the
power gain of the jamming signal increases, the maximum
reach of 40 Gbps 64-QAM signals (Fig. 2d) decreases sig-
nificantly, dropping by 20% already for 1 dB jamming signal
power gain, and by 68% for 5 dB gain. Similar decrease (68%)
is also experienced by 40 Gbps signals using QPSK and 16-
QAM for jamming signal with 5 dB gain. For 40 Gbps QPSK
signals, the drop is of 41% for jamming signal with 5 dB gain.

The reach of 100 Gbps signals in the attack-free scenario
is limited by OSNR for all modulation formats but 64-QAM
(Fig. 2d), where it is shaped by ICo-XT. Compared to normal
operating conditions, jamming signal with 5 dB power gain
reduces the reach of 100 Gbps signals by 26% (QPSK, Fig. 2b)
to 68% (64-QAM, Fig. 2d). The transmission reach reduction
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caused by a malicious signal shown in Fig. 2 indicates the level
of disruption of individual connections which are established
to satisfy the normal operating conditions, and gives an insight
into the safety margins that should be considered to take this
reduction into account.

IV. NETWORK-WIDE TRAFFIC DISRUPTION CAUSED BY
JAMMING ATTACKS

After determining the impact of high-power jamming to
the maximum transmission reach of individual connections,
using the model and the assumptions from Sec. III, we now
investigate the worst-case damage from a jamming attack
at the network level. First, we describe the scenario and
assumptions considered in this work. Then, we assess the
disruption caused by the attack scenarios considered.

A. Network Scenario and Assumptions

We perform numerical experiments on the Euro28 net-
work topology with 28 nodes and 82 links with an average
length of 625 km, shown in Fig. 3. All physical links are
assumed to be realized with 12-core double-ring MCFs (see
Fig. 1) supporting elastic spectrum allocation with 12.5 GHz
granularity and independent switching policy as in [3]. A
12.5 GHz guard-band is used between neighboring signals.
Each demand can be supported by one transponder capable of
serving the requested bit rate, i.e., traffic splitting/grooming is
not supported. The available transponder bit rates are the same
as considered in Sec. III, i.e., 40, 100 and 400 Gbps.

Each traffic matrix consists of randomly generated demands
with a total traffic volume of 800 Tbps. The source and desti-
nation nodes of connection demands are uniformly distributed
among all node pairs and the requested bit rate follows uniform
distribution in the range between 10 and 400 Gbps.

To assign routes and spectral resources to each demand,
we apply the Spectrum-Spatial Allocation (SSA) algorithm
from [15], aimed at minimizing the total network spectrum
usage. The algorithm begins by sorting the demands in the
descending order of their bit rates. For each demand, up
to 30 candidate paths are computed, and associated with a
modulation format and the number of required spectrum slices.
The modulation format assignment follows the Distance-
Adaptive Transmission (DAT) rule from [15] aimed at max-
imizing the spectral efficiency and minimizing the number
of required regenerators. The number of slices required per
candidate path is calculated as a function of demand bit rate
and the applied modulation format, using the model from
[5]. During the SSA, the transmission reach is calculated
using the procedure described in Sec. III for the attack-free
scenario. Regenerators are deployed at network nodes only for
demands which cannot be established otherwise, and do not
perform spectrum/modulation conversion. The SSA heuristic
then selects the candidate path, the cores and the spectrum for
each demand which result in the lowest total spectrum usage.

Table II presents the distribution of the randomly generated
traffic matrices in terms of bit rates. All presented results are
averaged over ten different traffic matrices. For the considered

Fig. 3. Euro28 network topology with 12-core MCF.

TABLE II
TRAFFIC MATRICES BIT RATES AND THE MODULATION FORMATS
ALLOCATED TO SATISFY THE DEMANDS.

. Bit Rate (%)
Modulation 40 100 400 Total
BPSK 0.23 0 0 0.23
QPSK 3.55 6.15 69.39 79.1
16-QAM 4.39 8.67 6.93 19.99
64-QAM 0 0.51 0.16 0.68
Total 8.17 1534  76.49

traffic matrices, more than 75% of the demands are served
by 400 Gbps bit rate channels, which are not affected by
the analyzed attack scenarios, as shown in Sec. IIl. In such
settings, less than 25% of the total traffic is vulnerable to an
attack-induced reduction of transmission reach according to
the results presented in Fig. 2. Table II also shows modulation
formats selected by the SSA algorithm. For the considered
SSA algorithm, 79.1% of the demands are realized using
QPSK, followed by nearly 20% utilizing 16-QAM. BPSK and
64-QAM are applied to less than 1% of the demands.

B. Traffic Disruption Assessment

Considering the network scenario and assumptions pre-
sented in Sec. IV-A, we investigate the extent of disruption
caused by jamming signals with different power gain values.
Similar to Sec. III, the jamming signal is considered to have
power gain of 1 to 5 dB relative to the legitimate signals.
We consider a worst-case attack scenario where the jamming
signal traverses all fiber links in the topology. While in
reality the spreading of the jamming signal can be thwarted
at intermediate nodes, this assumption allows us to assess
an upper bound on the possible network disruption caused
by this type of attacks. For each demand, we verify whether
the demand is disrupted by the attack or not, considering the
reach limitations presented in Sec. III. A demand is considered
as disrupted if its path length exceeds the maximum reach
constraint imposed by the jamming attack. The results for
different attack scenarios are shown in Fig. 4. Fig. Fig. 4a
shows the percentage of disrupted demands and traffic volume.
Nearly 2% of all demands can be disrupted by a jamming
signal with 5 dB power gain, carrying 0.5% of the total
network traffic volume. Considering that the total network
traffic is 800 Tbps, up to 4 Tbps can be disrupted, causing
huge data losses. Moreover, if we consider only the demands
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Fig. 4. Percentage, bit rate and modulation format of the demands disrupted by the attack.

vulnerable to the attack, i.e., excluding 400 Gbps signals, the
percentage of disrupted demands can reach up to 8%.

Fig. 4b presents the number of disrupted demands according
to their modulation format and bit rate. Only 16-QAM and
64-QAM demands are affected, which is in line with their
vulnerability analysis shown in Figs. 2c¢ and 2d. 100 Gbps
signals are the most sensitive to jamming. On average, five
100 Gbps signals are affected already when considering attacks
with 1 dB gain, while this number increases to 47 for 5 dB
power gain. Jamming signals at 4 and 5 dB gain affect 40 Gbps
demands as well, disrupting 6 and 27 demands, respectively.

V. CONCLUSIONS

This paper investigates the extent of disruption caused by
high-power jamming attacks to legitimate traffic in a SDM
network. We quantify the attack-induced reduction of maxi-
mum transmission reach for different bit rates and modulation
formats, as well as the resulting traffic losses at the network
level. The study provides an insight into the safety margins
that could be considered to mitigate traffic losses and increase
SDM network security. The results show that the correct mod-
ulation format is crucial not only for the spectrum efficiency,
as shown in the related works, but is also of utmost importance
for the resiliency of demands against high-power jamming
signal attacks.

Further studies are needed to understand how different op-
tical network technologies affect the vulnerability to physical
layer attacks. In particular, the migration from WDM to SDM
optical networks may require new approaches to guarantee
the security of the optical layer. Moreover, the different extent
of disruptions can be observed depending on the considered
traffic matrices and network topology, as well as the applied
SSA algorithm. Finally, in addition to jamming signal attacks,
other kinds of physical layer attacks need to be studied in order
to offer high security and minimize the network vulnerability.
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Abstract—The WDM  slotted Add/Drop Multiplexer
(WSADM) technology relies on time slotted WDM rings,
where a slot can carry a single WDM packet. All stations
can insert and receive these WDM packets. This differs from
previous architectures in which packets were carried over a
single wavelength, while multiple packets could be carried in
a single slot, thus taking advantage differently of the WDM
dimension. The WSADM architecture is expected to reduce costs
by exploiting low cost technologies. We propose mathematical
models for evaluating the performance offered by WSADM
optical packet rings, under two different packet insertion
policies. In the slot reservation mode, a station can only use
the slots that are periodically reserved for its exclusive usage.
In the opportunistic insertion mode, a station can use any slot
that is neither reserved, nor already occupied. These modes are
bench-marked with a channel reservation mode in which each
wavelength is dedicated to a single station.

Keywords—Wavelength Division Multiplexing, Optical Packet
Switching, Metropolitan Area Network, Network Performance

I. INTRODUCTION

The distribution/aggregation network segment, also called
Metropolitan Area Network (MAN), is expected to be par-
ticularly impacted by the current traffic growth. Different
traffic sources, varying from small Digital Subscriber Line
Access Multiplexers (DSLAMs) to large data centers, generate
highly variable types of traffic, which favors using packet-
based transport technologies in MANs. Ethernet rings with
specific protection protocols are often considered. The main
issues with “opaque” networks are, on the one hand their
high energy consumption, and on the other hand the Ether-
net packet granularity that is convenient for Metro Access
areas, but too fine for Metro Core ones. Optical Packet/Burst
Switching (OPS/OBS) technologies have been for many years
considered as potential options for combining sub-wavelength
granularity and optical transparency but the lack of viable
optical buffering technologies has precluded implementing
them. However, time-slotted OPS rings such as TWIN [1],
POADM [2] and OPST [3] have been shown to provide both
an efficient use of transmission resources and carrier-grade
performance without optical packet buffering. Nevertheless,
these technologies rely on custom optical components (in
particular on fast-tunable burst-mode emitters) that are not
currently commercially available.

In order to rely on more widely available components, the
WDM slotted Add/Drop Multiplexer (WSADM) technology
has been recently proposed [4]. The key optical devices
required in a WSADM are integrated multi-wavelength laser
sources that are fully in line with the trend of optoelectronic
industry, and Semiconductor Optical Amplifiers (SOA) gates
that are naturally suited to operate on WDM packets be-
cause of their wide optical bandwidth. Preliminary CAPEX

978-3-903176-07-2 (© 2018 IFIP

comparisons have suggested that WSADM technology could
compete favorably with existing electronic packet technologies
and other OPS/OBS options [4], [5].

To the best of our knowledge, the network performance
of WSADM technology has yet to be assessed. The present
paper proposes a set of models for assessing WDM packet
insertion performance in a WSADM ring. Packet insertion has
a structuring impact on the global performance, as all inserted
packets travel transparently till their destination, resulting in
loss-less transfer and deterministic latency once packets are
inserted. The introduction of WSADM raises several questions.
For example, the comparison between a purely opportunistic
insertion mode and a fully (or partially) deterministic one: how
do these modes impact on network performance, in particular
on latency and what is the impact of the number of wavelengths
on their respective merits? More generally, the stringent re-
quirements on latency, notably in the framework of future 5G
deployments, make worth performing a detailed analysis of the
packet insertion process in a candidate technology for future
metro/aggregation networks.

Section II describes the network architecture considered
in this work. Section IIT presents the various mathematical
models developed for WSADM networks. A partial validation
by simulation of the models is presented in the next section.
The main performance assessments are summarized in section
V and conclusions are drawn in section VI.

II. NETWORK ARCHITECTURE

We consider WDM packets as described in [4]. Multiple
Service Data Units (SDU) are aggregated within a single
Packet Data Unit (PDU); a typical SDU is e.g. an Ethernet
Frame. To be transported over the optical ring, the PDU is split
over K wavelengths, and not carried over a single wavelength
as in TWIN, POADM and OPST.

The network is controlled by both a fast (i.e. real time)
control realized in line, and a slower, although dynamical,
control realized thanks to a SDN controller. The fast control is
implemented through a control channel carried over a separate
wavelength, and synchronized with the data channel: during
a time slot, both a control packet and a data packet (which
carries, or not, a PDU) are transmitted. The SDN controller
provides a “provisioning oriented” type of control: it is in
charge of station provisioning, of specifying the control infor-
mation associated to PDUs before insertion and of specifying
the operation (reception, pass-through, erasure) associated with
PDUs carried over the ring. A similar “provisioning oriented”
control has been described in a different context in [6]. As the
present paper focuses on transfer plane performance, it shall
not provide a detailed specification of the SDN control.

We assume that each station presents a single D Mbit/s
interface (typically, in a metro network, D = 10 Gbit/s), which
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is equal to the rate of a single wavelength. Let Z be the size,
in bytes, of a PDU. Z should be large enough to contain many
Ethernet frames, in order to avoid segmentation/reassembly
and to limit the proportion of resources wasted due to the fixed
overhead necessary for each packet (guard-band, preamble and
framing). On the other hand, Z should not be too large. Indeed,
in order to limit the latency due to the network, the time taken
to fill a PDU by SDUs shall most likely be limited by a timer,
unless it is filled before the timer runs out. Were Z too large,
either latency would be negatively impacted by an overly long
timer value, or PDUs would be systematically sent partially
filled, timers having run out before the PDU was full, thus
wasting resources. For the sake of generality, define T'= Z/D
to be the time it takes to fill a PDU at rate D. T' is split into K
slots, where K is the number of channels over which a packet
is split to be transmitted; 7'/ K is thus slot duration.

Stations are organized into a single unidirectional ring, in
which each station can both insert and extract PDUs from
the optical packet ring. Once a PDU is inserted, it cannot be
lost till it is received by the final destination station, as it
is passed transparently through the transit stations; therefore,
PDUs are not lost within the network; a PDU could however
be lost within a station, due to insertion buffer overflow. End-
to-end PDU latency is the sum of the sojourn time in the
insertion buffer and of the (fixed) propagation delay between
source and destination stations (typically in the order of 0.1-
1 ms). The performance offered to PDUs is thus mostly
characterized by the performance of the PDU insertion process.
The performance offered to SDUs also depends on how SDUs
are aggregated in PDUs, and on whether timer-based policies
are implemented, or not, in order to control latency. This
is not considered in the present paper which focuses on the
performance offered to PDUs in terms of latency and jitter.

III. MODELLING PACKET INSERTION

Insertion performance is first driven by the PDU arrival
process. As we consider a metro network, where each station
aggregates the traffic of thousands of customers, it is justified
to assume that PDUs arrive according to a Poisson process
with parameter A. Let 7;(z) be the probability that j PDUs
arrive during an interval of duration z:

j
e (AT)”
4!
The number of arrivals during an interval of duration x is
thus Poisson with parameter Ax. Insertion performance also
depends on slot availability, characterized by the insertion
mode applied to PDUs. We shall benchmark two slot insertion
modes, “slot reservation” and “opportunistic insertion”, with a

classical channel reservation mode, in which each wavelength
is dedicated to a station.

Vi) =e )]

A. Slot Reservation Mode

In the slot reservation mode, the PDU can be inserted only
on a slot that is marked as being available for its class. It
is assumed that there is a reserved slot every R slot. Let a
“reservation period” start at the beginning of a reserved slot,
and end just before the next reserved slot. If at least one PDU
is in the system at the beginning of the reservation period,
there is an exit at the end of the reserved slot. Otherwise,
no PDU is served during the period. We assume that system
capacity is finite of size B. In the following, we shall derive

the distribution for N,, number of PDUs in system at the
beginning of a reservation period, M,., number of PDUs seen
by an arriving PDU, P/ _ . the probability that an arriving PDU
finds B PDUs in the system and W, sojourn time of a PDU
which enters the system.

We first derive the transitions probabilities for N,. As
system capacity is B, N, varies between 0 and B, and the
transitions are as follows:

P(0,4) = Yi <RT> (B=1)>i>0
K
., = RT
P (0,B)= > v <K>
j=B
. RT
P"(n,i) =  Yiy1-n <K>
B>n>0, (B-1)>i>0
= T
P'(n,B)= Y 71-(2”{) B>n>0
j=B—n+1

Let 7" = {n7,0 < i < (B—1)} be the probability distribution
for N,; 7" is numerically derived by solving 7" P" = 7",

In order to derive the distribution for M,., let us con-
sider the probability that, knowing that a PDU arrives during
[0, RT/K], it arrives in the interval [z, z+dz[, and that exactly
7 other PDUs arrived before it, in the same reservation period.
As the arrival process is Poisson, within a reservation period
of length RT/K, the probability that the PDU arrives during
an interval of length dz is Kdz/RT. The date of arrival = and
the number of arrivals between the beginning of the period and
x are related as follows:

P(tagged arrival in [z, z + dz[, j arrivals during [0, x[)
Kdx

= RT (z)

The previous joint probability is independent from the state of
the system at the beginning of the period. M, depends both
on N, (number of PDUs in the system at the beginning of a
period), and on whether the tagged PDU arrives before the end
of the reserved slot, or not. Indeed, if the tagged PDU arrives
after the end of the reserved slot, and if N, > 0, one PDU
has been served before the arrival of the tagged PDU; on the
other hand, if it arrives during [0,7/K] it sees all the PDUs
present in the system at time 0. Let v}, be the probability for
{M, = k}. For k smaller than B,

RT
k T/K
#30m [ atdy
n=1
k+1 RT/K
LAY It
n=1 T/

which yields, after integrating (1):
k+1

= 3 () S (D)
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k+1
RT
e+ 2 > (i) @
n=1 j=k—n+2
The loss probability P/ __ is v}, and can be derived similarly:
P = K [W Z (i — B)v;(RT/K)
0ss j\}%jﬁ 0
i=B+1
B oo

> %(T/K)
n=1  j=B—n+1
Y (i+n-B-1lpy (RT/K)] 3)

n=1 1=B—n+2

The number of PDUs seen by an arriving PDU which is not
lost is distributed as v, /(1 — vj) (k < B). The mean sojourn
time of such a PDU is then derived using Little’s formula:

B-1
1
N @)
A1 —vy) ];) k

In order to derive the distribution for W,., let U,. be the time
between the arrival of the tagged PDU and the end of the
reservation period. Let also A, (U,) be the number of PDUs
arriving before the tagged PDU in the same reservation period.
The distribution for W, depends on both N, and U,. If N,
is null, the tagged PDU is delayed only by A,(U,) PDUs.
On the other hand, if N, is positive, it is also delayed by the
(N, — 1) PDUs arrived in previous reservation periods (one
PDU is served during the reservation period). W, is thus equal
to the sum of the time till the end of the reservation period
during which it arrived (U, and k reservation periods, where
k is the number of PDUs which are in system when the PDU
arrives, and which are not served during the reservation period
during which the tagged PDU arrived, and its own service time
T/K. By conditioning on N, and on the number of other
PDUs that arrived before a tagged PDU, in the same period
(which are independent), we can directly obtain the distribution

for W,., valid for k smaller than (B — 1) and z in {O, % [

P(W,, c [(kR;;l)T tz (kR;;l)T ot de D _

Kdx
RT(1—vp)

E(W,)

<7T0’7k(RT/K —x)

k+1
+ > k-1 (RT/K — x)) )

n=1

For k = (B — 1) we need to ensure that the tagged PDU is
not lost, which could occur for z larger than (R—1)T/K (i.e.
the tagged PDU arrives before a PDU present in the system
at the beginning of the reservation period is served). The next

result is thus only valid for z in [0, % [:

P(WT c {((B—l;{R+1)T tz, ((B—l;{R—o—l)T +r+dr D
Kdzx

= RO =) (WSVBl(RT/K — )

B
3w (RI/K ~a)) ©®

n=1

Lastly, the sojourn time in a system of capacity B is upper
bounded by BRT'/K which implies that:

P" (W, € [z,z+dz[) =0 x ¢ [T/K,BRT/K] (7)
B. Opportunistic Insertion Mode

Under the opportunistic insertion mode, once the station
decides that a PDU should be inserted, it inserts the PDU on
the first available slot. A slot is unavailable either because it
already carries a PDU, or because it is reserved to be used by
another class of PDUs. In order to obtain a tractable model
for opportunistic insertion, we assume that slot availability is
modelled by a Bernoulli process with parameter gx. A PDU
which arrives and finds an empty system only starts its service
at the beginning of the next slot; then, if the slot is available
(with probability g ), the service finishes at the end of this
slot ; otherwise, the service lasts at least another slot. More
precisely, the service time is equal to [, > 0 with probability
qr (1 —qg)'~' (geometric distribution with parameter gx). In
the following, we shall derive the distribution for IV,, number
of PDUs in system just at the end of a slot, M,, number of
PDUs seen by an arriving PDU, P __, the probability that an
arriving PDU finds B PDUs in the system and W,, sojourn
time of a PDU which enters the system.

As system capacity is B, N, cannot be larger than B.
Transition probabilities are as follows:

Pe(0,i) =~(T/K)
B) =Y %(T/K)
=B

P°(n,i) = (I— ax )Yi-n(T/K)
+qxVi-nt1(T/K)

1< B-1

1<n<B,i<B-1

P°(n,B) = (1 -qxk) A 7(T/K)
fac S (/K l<n<p
j=B—n+1
P°(n,i) =0 {i >B}U{n > B}

Let m° = {n?,0 <1 < (B—1)} be the probability distribution
for N,; m° is numerically derived by solving 7°P° = 7°.

M, differs from N,, as PDUs can arrive before x, arrival
time of a tagged PDU, in the same slot. However, thanks to the
fact that a Poisson process is memory-less, the arrival process
of PDUs after the beginning of the slot is independent from
N,. We can thus derive v7, the probability for {M, = k}, by
summing on n and integrating on z. For k smaller than B:

k

K T/K
V= ? 7r° /0 Vi—n (z)dx

- Zw ( S %(T/K)) ®)

i=k—n+1
The loss probablhty PO is v% and can be derived similarly:

loss
T/K
Z / Z v;(x)dx
:%Zﬁ; Z v(T/K)i—B+n) (9

n=0 1=B—n+1
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The number of PDUs seen by an arriving PDU which is not
lost is distributed as v /(1 — v%) for k < B. Little’s formula
yields the mean sojourn time of such a PDU:

1 B-1 .

In order to derive the distribution for W,, let U, denote the
time elapsed between the arrival of the tagged PDU and the
beginning of the next slot. W, is equal to the sum of U,, of
the tagged PDU’s service time, and of the time it takes to
serve the PDUs which are in system when the PDU arrives,
and whose service does not stop at the end of the tagged slot.
In particular, this implies that W, is larger than T/ K.
PW, € z,z+dz[)=0 z<T/K

Note that if N, = 0, no PDU can be served during the slot,
even if PDUs arrive before the tagged PDU in the same slot.
Otherwise, a PDU is currently being served and its service can
finish at the end of the slot with probability qx. Let Sy be the
service for the k' PDU to be served, S be the service for the
tagged PDU and S; be the remaining service time for the PDU
currently being served at the beginning of the slot, if any. The
sojourn time W, of an arriving PDU which is not lost is thus
derived as follows:

1

P(W, € [iT/K + x,iT/K + x + dz[) = ]
VB

min(B—1,i—1)
> P(N,=0,
§=0
Jj arrivals during [0, T/K — z],
Us € [z,x+dx[,S1+ S2+ ..+ 5+ S =iT/K)
min(B—1,i) j

+ > Y P(N,=n,
j=1  n=1
(j —n) arrivals during [0,T/K — x|,
U, € [a;,x+dx[,§1+Sg+..+5j+S:iT/K))

S1, S and S are independent. Sj and S are identically
distributed, but S; follows a different distribution. Due to
the memory-less property of the geometric distribution, 57 is
equal to [,I > 0, with probability gx (1 — qx)'. Thanks to
the memory-less property of the Poisson process and of the
geometric distribution, we know that what happens before the
beginning of the slot (which determines N,), what happens
during the slot (which determines U, and potential arrivals
during [0,7/K — U[), and what happens after the slot (which
determines the value for the sum of geometrically distributed
services) are independent. We finally obtain:

P(W, € [iT/K + ,iT/K + = + dz[) = =) (11)
- ¥YB
min(B—1,i—1) i 1
) _ . i
> /- (T )

J=0
min(B—1,i) j
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Fig. 1: Mean Sojourn Time: model versus simulations
C. Channel Reservation Mode

A typical benchmark for WSADM systems corresponds to
dedicating a data channel to a given station. The behaviour
of this system is modelled by an M/D/1 queue, with load
p = AT = X\ Both the M/D/1 and the M/D/1/B queues
are well known models. In particular, the distribution for the
number of PDUs seen in the system by an arriving customer
M. (which is also the stationary number of customers N, in
the M/D/1 queue thanks to the PASTA property) is given
below (see section 5 in [7]).

= 1-\ 76 =nm5(e* — 1) (12)
n—1 . ; . ;
c c n n—j  JjA (-])\)n_j (-])\)n_j_l
nl=n§ (e + Z(—l) Te { ~ + ,
et (n—g)! (m—j-1)
ifn>2

Moreover (see section 8.2.3 in [7]), the distribution for the
sojourn time W, in the station can also be explicitly derived:

k T 4)i—1
PW,<t)=(1-X1)) o= A=t pi-1 (T =)

P (1 —1)!
tekT,(k+1)T[, k>1
= 0 t<T (13)
The mean sojourn time is given by
A
EW:) =T(14 s+ 14
w =7 (14 557) (1

IV. VALIDITY OF QUEUEING MODELS

There is no need to check the validity of the slot reser-
vation model, as long as an exact reservation period can be
maintained in a real life scenario. Note that this may not
always be possible as all reservations have to be organized
into a single schedule, which may not always ensure a perfect
periodicity for all reservations. Further studies are requested
to assess the impact of the schedule design. The validity
of the opportunistic insertion model, addressed in Fig. 1, is
however more questionable as slot availability depends on
the activity of the other stations whereas it is modelled in
Section III-B by a Bernoulli process with parameter ¢ . A ns3
simulation software has been developed in order to assess the
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global performance of a WSADM network. A WSADM ring
is simulated, with a varying number of stations (link length
between two stations = 4 km). Each station generates PDUs
according to a Bernoulli process. PDUs are stored in a finite
buffer of size B = 99, making the loss probability negligible.
T and K are respectively equal to 10us and to 10. Each
simulation runs during 1 second. Fig. 1 compares the mean
sojourn times obtained by the model of Section III-B with the
sojourn times measured by simulation in two scenarios. In the
“any-to-any” scenario, the sojourn time is measured in one
station of a WSADM ring of 20 stations, exchanging traffic
in an any-to-any scenario. In the “aggregation” scenario, the
sojourn time is measured in a station, which sees the traffic
aggregated from 10 other stations. For each value of A = AT,
we assume both in the opportunistic insertion model and in
the simulations that the tagged station experiences the same
mean slot availability. Fig.1 shows that the model is quite
close to simulation results as long as A < 0.8, although it
is too optimistic at high load. The model is also closer to the
simulation in the “any-to-any” case than in the “aggregation”
case.

V. ASSESSING PACKET INSERTION PERFORMANCE

This section provides a performance analysis of a WSADM
ring based on the previous models. We focus on traditional
MAN scenarios, in which WSADM rings link stations that
aggregate the traffic of a large number of customers (at least
several tens of thousands of customers for a MAN access
ring, up to several hundreds of thousands of customers for
a MAN core ring). Although MANs are usually statically
dimensioned, data center interconnection may necessitate a
more dynamic operation of these networks in the future. This
is why the flexible control plane considered for WSADM could
be beneficial, compared with a static channel reservation case.

A. Impact of the number of WDM channels

Consider a station generating PDUs according to a Poisson
process with parameter A. Two cases are analysed: in the
first case (AT = 0.8), a full wavelength channel allocation
makes sense (“channel reservation”), whereas in the second
case (AT = 0.4), it would represent a significant over-
allocation. Both WSADM insertion modes offer the same
amount of resources to the station, i.e. R = 1/qx. We assume
that B ensures that the loss probability is negligible. The
mean sojourn times in the three models (given respectively
in equations (4), (10), (14)) represent the mean time taken to
insert a PDU on the MAN for the three considered modes.
Actually, if the buffer is infinite, a closed-form formula for
the mean sojourn time in slot reservation mode is given by

PRI (W< 2 B

Indeed, the slot reservation model waiting time is quite close to
an M/D/1 queue with a service time equal to the reservation
period RT/K; however, as the service in the WSADM model
is provided only at the beginning of the reservation period,
statistically, it is necessary to add half a reservation period,
and lastly to add the service time 7'/ K.

Fig. 2 and Fig. 3 assume that for each K, both offered
traffic and provided resources (i.e. Kqx = K/R) are fixed,
which means that g = 1/R decrease with K. Both figures
represent the mean sojourn times versus K, (i.e. increasing
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WSADM capacity), bench-marking with the channel reserva-
tion mode. The sojourn time for channel reservation mode is
obviously independent from K, as a single channel is dedicated
to the station, whatever is K; in that case, the sojourn time is
constant, equal to 7'(1+ ﬁ) Moreover, the mean sojourn
time decreases with K in the slot reservation mode while it
increases with K in the opportunistic mode. In Fig. 2, the
sojourn time for slot reservation mode is smaller than the
one for channel reservation mode except for K = 1 (in
this particular case, both opportunistic and slot reservation
cases can use each slot, but as service is slotted, the mean
sojourn time exceeds the M/D/1 sojourn time by 7/2). In
both figures, the mean sojourn time varies quickly for small
values of K, but the variation is smaller for larger values of K.
The limit value for the sojourn time in the opportunistic case
corresponds to the M /M /1 sojourn time, as a geometrically
distributed service converges to an exponential service, and as
slotting service times has little impact for a small slot size;
in the present case, this limit value is ﬁ. Using equation
(15), we see that the limit value for E(W) is W which
is half the limit value for the opportunistic insertion case. We
also see that the slot reservation mode at high load is almost
equivalent to the channel reservation mode. At a low station
load (as in Fig. 3), channel reservation is an inefficient use
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of optical resources, although it provides of course a better
performance than both reservation and opportunistic modes.

B. Supporting transport level performance

Performance objectives for Ethernet Frames are provided
by the MEF for different performance tiers [8]. The perfor-
mance delivered by a WSADM network to SDUs is not fully
assessed in the present paper as the aggregation of SDUs
within PDUs is not taken into account. However, it is possible
to dimension the network, for the various modes, by setting
some objectives for PDU transfer that are significantly smaller
than the performance objectives set for Ethernet Frames for
the Metro Performance Tier (PT1), i.e. spanning up to 250km.
In Table I, the first line is extracted from [8], whereas the
second line corresponds to the targets we set for the WSADM
network. Dimensioning is performed by identifying the amount
of resources ensuring a given level of latency and jitter
(assuming that B is large enough to neglect PDU loss). In
the present case, jitter is defined as a quantile on the insertion
delay (propagation delay does not vary). Dimensionning thus
consists in identifying how much resources are necessary to
ensure that P(W > 250us) is smaller than 1073 versus A
(the 99.9 percentile is selected as in [8]). The case K = 10 is
considered, as advocated by [4].

One-way Performance Objectives for the Metro Portion

Loss Delay Jitter
MEF232 | 1077 10ms 3ms
[8]
WSADM 0 2.5ms (propagation) 0.25ms
PDU 0.25ms (insertion) insertion
level

TABLE I: Specifying performance objectives for PDU transfer

Fig. 4 depicts dimensioning for varying A. The benchmark
circuit allocation case corresponds to the horizontal line, as
a full channel is allocated for all A values. Using (13), it is
assessed that channel allocation supports the set target up to
A = 0.86. Opportunistic and slot reservation insertion modes
are in most cases more efficient than channel reservation,
especially for medium and small A\ values; they are also
more flexible due to their sub-wavelength granularity. The
slot reservation mode is more efficient than the opportunistic
insertion mode, especially for small A values. If the constraint
is relaxed (i.e considering a larger target delay for the quantile),
this difference would however decrease.

VI. CONCLUSION

Models for assessing the transfer plane performance in
a WSADM network have been derived. They focus on the
PDU (or slot) level performance that is governed by the PDU
insertion process, as PDUs experience neither loss nor jitter
once inserted. The models assume that PDU arrive according
to a Poisson process, which is a realistic assumption in a metro
network. Slot reservation and opportunistic insertion have been
considered, and bench-marked with channel allocation. Both
modes have been shown to easily support MEF performance
targets, and to present significant resource allocation gains
compared to a classical channel allocation.

As we assume a constant channel bit rate, the global ring
capacity is proportional to K. This implies that, as insertion
latency is less impacted by K, selecting K should be mainly be
determined by techno-economic issues. As an example, a ring
with 10-channel transponders would have the same capacity as
10 rings with single-channel transponders and would deliver

1.4 T T T T T T T T T
12 -
1k 4
«
[}
=
3
2 08 -
3
3
kel
L 06 .
o
o
<
04 -
02 F Opportunistic Insertion —#&— _|
Channel Reservation —ill—
Slot Reservation
0 1 1 ! 1 ] ] 1

0 01 02 03 04 05 06 07 08 09 1
Offered Traffic

Fig. 4: Resources ensuring P(W > 25045) smaller than 1073
versus A\ for K = 10

a similar insertion latency (slightly shorter when using a
reservation mode and slightly larger in case of opportunistic
insertion). However, the cost benefits of using integrated WDM
transponders and a single SOA for the 10-wavelength band, as
discussed in [5], together with the benefit of managing a single
ring, clearly favour WSADM.

Regarding WSADM, the reservation mode slightly outper-
forms the opportunistic mode in terms of insertion latency and
resource usage. However, dimensioning for the opportunistic
mode is quite simple: it only implies ensuring that enough
resources are available for each station. On the other hand,
dimensioning for the slot reservation mode is more complex
as it relies on building a global schedule taking into account
all flows, each with its own period. However, the two modes
are not exclusive as the opportunistic mode only uses slots that
are neither already occupied, nor reserved, which makes the
WSADM technology quite flexible.
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Abstract—In this paper, the performance of visible light com-
munication (VLC) systems, employing Space Time Block Coding
(STBC) and Repetition Coding (RC) techniques for an indoor
environment is investigated and analyzed. The indoor channel
impulse response is taken into account assuming line-of-sight
(LOS) and Non-LOS (NLOS) scenarios. The proposed systems
employ multiple transmit light emitting diodes (LEDs) with one
and two photodetectors (PDs). Various physical arrangements
and placements of the LEDs and PD within the indoor scenario
are considered. Simulation results show that, for a specific LEDs
and PDs arrangement, RC techniques outperform the respective
STBC techniques. Furthermore, a 2x2 multiple-input multiple-
output (MIMO) VLC system implementing Alamouti STBC is
investigated and compared with the RC scheme using a single
receiver. It is shown that adding another PD can achieve a signal-
to-noise ratio (SNR) improvement of about 5 dB and 2 dB over
the Alamouti and RC schemes with a single PD, respectively.

Index Terms—Visible Light Communications, Alamouti Space
Time Block Coding, Repetition Coding, Performance Evaluation.

I. INTRODUCTION

Visible light communication (VLC) systems provide means
of delivering both high data rate and illumination services over
indoor or short-distances outdoor environments, as shown in
Fig. 1. The high data rates are supported due to the higher
spectral efficiency since VLC systems have a vast amount of
unregulated bandwidth and a limited coverage that enables
extensive frequency re-use. Additionally, the short carrier
wavelength and large square-law photodetector (PD) used in
VLC systems enable a spatial diversity that reveals immunity
against multipath fading [1]. The maximum transmitted power
in VLC systems is governed by safety considerations, and the
noise arising from conventional fluorescent lamps and sunlight
will limit the maximum achievable optical signal-to-noise ratio
(SNR) [1], [2].

Indoor VLC systems are characterized by smaller distances
and they are free from atmospheric degradations; however,
VLC links suffer from interference induced by multipath
propagation. Hence, the performance of VLC systems can
be significantly enhanced by utilizing multiple transmit light
emitting diodes (LEDs) and receive PDs at either/both ends
of VLC terminals. It is more convenient, however, to add
these LED elements at the transmitter side to provide both
data communication and the necessary illumination. Hence,
multiple-transmit LEDs VLC systems are becoming more

978-3-903176-07-2 (© 2018 IFIP

Figure 1: The concept of VLC system.

attractive and this has led researchers to explore the Multiple-
Input Multiple-Output (MIMO) techniques for VLC systems
with or without Space Time Block Coding (STBC) [2]-[9] as
well as the Repetition Coding (RC) techniques [4], [5], [10].
STBC and RC techniques have proven to be promising for
the VLC systems [1], since they can increase capacity and
improve the performance without any increase in transmitting
optical power, and with only a simple linear processing at the
receiving end [3], [11].

Previous researches in the literature have considered the
infrared (IR) optical wireless communication (OWC) systems,
in which the works have studied the STBC [1], [12], the
RC [12], [13], and the MIMO [1], [13] systems. Moreover,
there have been a limited and specific number of studies
of the potential of using STBC and RC for VLC systems.
The work in [5] demonstrated the feasibility of binary system
employing only Alamouti STBC with one camera receiver in
an outdoor image-sensor-based VLC system. The authors in
[10] considered a Multiple-Input Single-Output (MISO) VLC
system utilizing only RC scheme in which they added a pilot
bit to ensure a reliable blind estimation of channel coefficients.
The work in [4] proposed a 2x2 MIMO system with only
Alamouti STBC in a VLC system using image sensor-based
direct detection (DD) with a high-speed camera. The authors
in [2] introduced spatial modulation (SM) into layered STC
that is used in image sensor-based VLC systems. The work
in [6] proposed a design of linear space codes for an indoor
MIMO VLC with two transmitters and multiple receivers. The
authors in [7] considered RC and SM coding schemes, and
they tried to optimize the placement and power of the LEDs
in a 4x4 MIMO configuration to obtain a uniform SNR for
the desired BER and data rate. However, these works that are
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related to the STBC VLC are limited to the Alamouti STBC
and they do not consider higher order coding schemes such
as the 4x4 STBC. Furthermore, the works that are related
to the RC do not provide any comparison with the STBC
scheme to describe or emphasize which one of these two
coding techniques is the best to be used with the VLC systems.
Additionally, none of these works has devoted to the impact
of the line-of-sight (LOS)/Non-LOS (NLOS) scenarios or the
LED/PD arrangements on the VLC system performance.

In this paper, a comprehensive numerical performance anal-
ysis is conducted for both the STBC and RC, in order to
investigate which one of these coding techniques is the best
to be used with VLC systems. The performances of these two
coding schemes are quantitatively and qualitatively compared
considering LOS and NLOS scenarios with various LEDs/PD
arrangements. We first consider the Alamouti STBC, 4x4
STBC, and RC with one PD for the LOS and NLOS scenarios.
Then, the performance of the Alamouti STBC is studied for
the 2x2 MIMO VLC system in a LOS scenario. Each of
these proposed systems is analyzed by obtaining the simulation
results in terms of SNR vs bit error rate (BER).

The rest of this paper is organized as follows. Section II
provides the proposed system model of the VLC system under
the STBC and RC techniques with a special focusing on the
Alamouti STBC. Section III gives a comprehensive description
of the simulation procedure for the LOS and NLOS scenarios
that are considered in this paper, along with the performance
analysis and discussion of the results obtained. Finally, section
IV summarizes the paper.

II. STBC AND RC VLC SYSTEM MODEL

In this work, we consider VLC systems using intensity
modulation and direct detection (IM/DD) equipped with N
transmit LEDs per array and one or two PDs per receive array.
Fig. 2 shows the block diagram of the VLC system considered
in this paper. The proposed system is studied using STBC
(either Alamouti or 4x4 STBC) and RC schemes. It should be
noted that most of the analysis considers the Alamouti scheme;
however, the 4x4 STBC follows the same concept. In IM/DD
VLC scheme, the LEDs require positive and real modulated
symbols since the LED cannot differentiate the phase of the
input signals [1], [3], [4], [12], [14]. Therefore, the binary
phase shift keying (BPSK) to on-off keying (OOK) Mapper
block is used to generate the OOK sequences z; and x5 from
the BPSK sequences s; and so, respectively, as shown in Fig.
2. These OOK sequences are then applied to either the STBC
encoder (Alamouti or 4x4) or the repetition encoder. The
transmitted OOK symbols at two consecutive symbol periods 1
and 2 from each element of the two-LED array in the Alamouti
STBC (or at the four consecutive symbol periods 1, 2, 3, and 4
from each element of the four-LED array for the 4x4 STBC)
are shown at the top right corner of Fig. 2. This Alamouti
scheme is called the modified orthogonal Alamouti STBC
[4], [12], [14]. The received signals from PD1 and PD2 at
the first symbol period after DD are denoted by r; and 73,
respectively, and the respective signals at the second symbol
period are denoted by r3 and r4 as shown in the bottom right
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Figure 2: The block diagram of the proposed VLC system that
employs STBC and RC techniques.

corner of Fig. 2. For the RC, on the other hand, the same
OOK symbol is transmitted from all the available LEDs at a
particular symbol period [12], [13] as shown in the top right
corner of Fig. 2 for the Ny = 2 RC case. Note that the same
logic is applied for Ny > 2. In STBC or RC techniques,
there is no additional optical power needed, since the power
will be equally divided between all the Ny LEDs [1]. The
OOK encoded optical signals will then propagate through the
diffused VLC optical channel.

A. Alamouti STBC System Model

Although we analyze the performance of both 4x4 and
Alamouti STBC, we focus on the Alamouti orthogonal STBC
with either one or two PDs, as shown in Fig. 2. We assume
background noise limited optical receivers in which the shot
noise caused by background radiation is dominant relative to
the thermal noise [1], [3], [12]. Since the optical channel
does not introduce any nonlinearity [3], the overall noise
components are modeled as an additive white Gaussian noise
(AWGN) [3], [12]. Based on these assumptions, the received
electrical signals after DD from the two PDs at the two symbol
times, are given by [12], [14]:

hi1x1 + hi2x2 ) +nq,

ey

h11%T2 + hi2z1 ) + n3,

( )
(h21ws + hasas ) + s,
( )

<
N
|

$\m$\m$\:@5\m

(h2152 + h22$1) + ny.

where R is the PD responsivity. If only one PD is used, we
have only r; and rs in Eq. (1). To obtain the LOS indoor
optical wireless channel DC gains h;; for a single LED, the
modified Monte Carlo method is used with the arrangement
shown in Fig. 3(a), so we have [1], [3], [7], [13]:

P
hros = { OTX

Mcos(qﬁ)cosm(ﬁ)
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where Prx is the transmit optical power, m is the mode
number of the Lambertian source, which is related to the half
power semi angle (®1) of the LED by m = —In2/cos(®1),
\\ 1 is the field-of-view (FOV) semiangle of the PD, D is the
distance between the LED and the PD, App is the effective
area of the PD, and 6 and ¢ are the irradiance and incident
angles, respectively as depicted in Fig. 3(a).

At the decision logic of the Alamouti ST decoding, it is
assumed that the receiver has a perfect knowledge of the VLC
optical channel DC gains [3], [4], [12], [14]. Therefore, the
decision statistics formed from the PDs at the two symbol
periods are given by [14]:

Nt Nt Nt
T = E hiir; + E hioriyo — E hiihia,
i=1 i=1 i=1

Nt Nt Nt
Ty = Z hiori + Z hiiripe + Z hZi,

i=1 i=1 i=1
Finally, the maximum likelihood (ML) decision is made
separately on each of the transmitted information signals z;

and xo using the metric [4], [14]:
m(Zi, @) = (B — x;)° + (hf;, + hiy
and the respective decision rule is to choose z; = ; if:
(% — &) + (h}) + hYy — D27 < (& — 2,)°
+(B3 + iy —D)ai. x #

3

- 1)x127

i=1,2 4)

®)

B. RC System Model

One advantage of using IM in the VLC systems is that
transmit diversity can be realized through RC [12], [13],
[15]-[17]. In RC, the same OOK signal is simultaneously
transmitted from all the available N+ LEDs as shown in the
top right corner of Fig. 2 for the Ny = 2 RC case. Since
the optical channel DC gains h;;’s are real and positive, the
intensities coming from the several independent transmit LEDs
in RC will add up at the PD side [12], [13]. In RC, the received
signal over a single symbol period is given by [12]:

= S, ©)

The major advantage of RC scheme is that it combines the
faded signals before noise accumulation, unlike the SIMO
scheme which combines the noisy faded signals. Therefore,
the performance of RC is better than SIMO scheme [12], [17].

III. RESULTS AND ANALYSIS

In this section, the performance of the two coding tech-
niques discussed above will be investigated and analyzed
considering various LOS and NLOS scenarios with differ-
ent LEDs/PD configurations. For the STBC, the modified
Alamouti and 4x4 STBC will be considered with one PD
at the receiver side. Whereas, the RC is considered with
Nt = 2,3, and 4 LEDs per array and one PD. The BER vs
SNR performance results of all these coding schemes are then
qualitatively and quantitatively compared. Finally, the impact
of using the 2x2 MIMO with Alamouti STBC on system
performance will be demonstrated in LOS scenarios.
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Figure 3: Simulation setup: (a) room configuration (b) LOS
and NLOS scenarios.

A. Simulation Setup

Fig. 3(a) shows the communication setup of the VLC system
that is considered in the simulation, which is equipped with
LED and PD arrays. The room has dimensions of 4 m x 4 m
x 3 m. The LED array has a first order Lambertian pattern
and is oriented vertically towards the floor. The rest of the
simulation parameters are shown in Table L.

B. Performance Evaluation of the LOS Scenarios

In the LOS case, we further consider three scenarios and in-
vestigate their impacts on the VLC system performance. These
scenarios are: the effects of changing the LEDs spacing within
the array, the effects of the separation distance between the
LED array and the PD, and the effects of the implementation
of 2x2 MIMO Alamouti STBC scheme.

1) Effects of LEDs Spacing Within the Array:
The spacing between LED elements within transmit array

Table I: SIMULATION PARAMETERS

Parameter Value
Room dimensions “4,4,3)m
Prx 30 dBm
Responsitivity 1
P, 70°

2
PD area 1 em?
Uy 90°
Electrical baseband modulation BPSK
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must be deliberately adjusted in such a way, small spacing
is required so that the LEDs can be integrated in the same
end-device, whereas, large spacing is required to exploit the
spatial diversity. To carry out this study, we consider the LOS
scenario shown in Fig. 3 (b), in which the single PD is placed
at the midpoint of the LOS view of the LED array with a 1 m
LED-PD separation distance, while the LED spacing is varied
from 20 cm to span the whole area of the room’s roof.

Fig. 4 shows the performance of all the coding schemes for
the case when the LED spacing is 20 cm. At a fixed BER, the
RC with Ny = 2 outperforms the modified Alamouti STBC.
For example, at BER= 1073, the SNR for RC is around 18
dB compared to around 22 dB for the Alamouti STBC, which
means that the RC requires less SNR of around 4 dB, hence
it is more power efficient. The performance of the 4x4 STBC
is identical to the Nt = 2 RC, and worse than the Np = 4
RC. Furthermore, the performance of RC rapidly increases
as the number of transmitting LEDs increases. These results
clearly conclude that RC is performing better than the STBC
when considering the same Nrp; therefore, they are the best
to be used with VLC systems. Similar conclusions have been
reported in [1], [12], [13] for the infrared OWC. It is worthy to
mention that these trends are applicable for all the case studies
considered in this paper. The major difference is how much
reduction/enhancement in SNR achieved in each case study.
The performance results of the LOS scenario shown in Fig. 4
are considered as the reference for the quantitative analysis
with other scenarios. To examine the impact of increasing
the LEDs spacing on the systems performances, Fig. 5 shows
the simulation results when the spacing increases to 1 m, for
the same PD position (i.e. in the midpoint of the LEDs LOS
view) and the same LED-PD separation distance (i.e. 1 m).
Increasing the LEDs spacing will deteriorate the performance
for all the coding schemes, since we require additional SNR
(or power) to achieve a fixed BER. The reason is that the
contribution of the LOS component intensity decreases as the
LED elements go away from the PD. For example, compared
with the reference scenario in Fig. 4, to maintain the same
BER of 1073, an increase in the SNR of about 18 — 13 =5
dB is required for N = 4 RC and around 28 —22 = 6 dB for
the modified Alamouti STBC. To capture the general trends of
SNR as a function of the LEDs spacing, the position of the PD
was fixed to be at the midpoint of the LEDs’ LOS view with a
LED-PD height of 1 m, while allowing the LEDs’ spacing to
span over the whole area of the roof (for the 4 LEDs elements
or the whole length of the roof for the 2 LED elements). It was
shown that the SNR that is required to maintain a particular
BER increases approximately linearly as a function of the
LEDs spacing for all the coding schemes.

2) Effects of Separation Distance Between LED Array and
PD:
In this section, the impact of changing the separation distance
between the LED array and PD, on the VLC system perfor-
mance is investigated. The simulation scenario for this case
is similar to the LOS scenario shown in Fig. 3(b) (i.e. the
LED spacing is 20 cm and the PD is placed at the midpoint
of the LED array LOS view). The only difference is that
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Figure 4: BER vs SNR performance for the LOS scenario
shown in Fig. 3(b), with LED spacing of 20 cm, LED array-
PD separation of 1 m. This case is considered as the reference
for the quantitative analysis.
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Figure 5: BER vs SNR performance for the LOS scenario
shown in Fig. 3(b), with LED spacing of 1 m, LED array-PD
separation of 1 m.

the separation distance between the LED array and the PD
will now be changed. Fig. 6 shows the performances of all
the coding schemes when the separation distance is 3 m.
Compared with the reference scenario that is shown in Fig.
4, as the separation increases, the SNR that is required to
achieve a particular BER increases. For example, compared
with Fig. 4, to achieve a BER of 1073, we need an extra SNR
(or power) of around 32 — 13 = 19 dB for Ny = 4 RC and
around 41 — 22 = 19 dB for Alamouti STBC. If, however, the
separation distance is decreased to 50 cm, the results shown
in Fig. 7 are obtained. A huge enhancement is now achieved
in the SNR performance. For instance, a SNR reduction of
around 13—3 = 10 dB for N7 = 4 RC and around 22—13 =9
dB for Alamouti STBC is obtained when comparing Fig.
4 with Fig. 7. Therefore, simulation results show that the
separation distance between the LED array and PD play a
crucial role in the VLC systems. To study the general trends
of SNR as a function of the LED-PD separation distance, the
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Figure 6: BER vs SNR performance for the LOS scenario
shown in Fig. 3(b), with LED spacing of 20 cm, LED array-
PD separation of 3 m.
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Figure 7: BER vs SNR performance for the LOS scenario
shown in Fig. 3(b), with LED spacing of 20 cm, LED array-
PD separation of 50 cm.

spacing between the LEDs within array were fixed to 20 cm
and the PD was positioned at the midpoint of the LED array
LOS view, while allowing the LED array to go apart from the
PD to reach the room’s roof. It was shown that the SNR that is
required to maintain a specific BER increases logarithmically
as a function of the LED-PD separation distance. It was also
shown that the RC with Ny = 4 requires the least amount of
additional SNR at any specific separation distance, whereas
Alamouti STBC requires the highest additional SNR.

3) 2x2 MIMO Alamouti STBC for VLC:
This section investigates the performance of VLC systems
when implementing 2x2 MIMO (i.e. two LEDs per transmit
array and two PDs per receive array) with Alamouti STBC.
The simulation layout of this case is similar to the LOS
scenario shown in Fig. 3(b), except another PD was added
and placed 10 cm away from the previous one. Fig. 8 shows
the simulation results of three systems: 2x1 Alamouti, 2x2
MIMO Alamouti, and 2x1 RC. The 2x2 MIMO Alamouti

T T

= Alamouti 2x2
—O— Alamouti 2x1
——RC,N=2

Bit Error Probability

L L
30 35 40

SNR [dB]

Figure 8: 2x2 MIMO Alamouti STBC BER vs SNR perfor-
mance for the LOS scenario shown in Fig. 3(b).

STBC has the best performance for any fixed level of BER,
followed by the RC then by the 2x1 Alamouti. For example,
at a BER of 1073, the 2x2 MIMO system requires around
22 — 17 = 5 dB and around 19 — 17 = 2 dB SNR less
than the 2x1 Alamouti and the 2x1 RC, respectively. This
enhancement, however, comes with an additional complexity
at the receiver side.

C. Performance Evaluation of the NLOS Scenarios

This section investigates the partial NLOS scenario in which
only the first reflected paths are considered at the PD. We
analyze the effects of the position of the PD with respect to
the LOS view of the LED array. Fig. 3(b) shows the scenario
in which the single PD is positioned “or misaligned” 90 cm
outside the LOS view of the LED array, and Fig. 9 shows
the simulation results obtained for all the considered coding
schemes. The performance drastically deteriorates due to the
decrease in the received optical intensities as the PD is not
within the LOS view of the LED array. Comparing these
results with the LOS results shown in Fig. 4, to achieve a
fixed BER of 1073, an extra SNR of around 23 — 13 = 10 dB
for N7 = 4 RC and around 32 — 22 = 10 dB for Alamouti
STBC are required. The results show that even if the PD is
slightly placed in a NLOS communication links with respect
to the LED array, the VLC system encounters severe reduction
in the performance. In general, it was observed that the SNR
that is required to achieve a fixed BER, increases linearly as
a function of the PD distance from the edge of the LED array
for all the considered coding schemes.

IV. CONCLUSION

This paper presents performance analysis of the STBC
and RC techniques for VLC systems. It is shown that the
performance of RC is better than the STBC in a single PD
reception case; however, if MIMO VLC implemented, STBC
outperforms the RC at an expense of additional complexity at
the receiver side. The effects of LOS and NLOS scenarios as
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Figure 9: BER vs SNR performance for the NLOS scenario
shown in Fig. 3(b), with LED spacing of 20 cm, LED array-
PD separation of 1 m and the PD is placed 90 cm apart from
the LED array edge.

well as the LEDs/PD physical arrangements on VLC system
performance was also investigated. Three parameters were
investigated which heavily contribute to the VLC performance
which are: the spacing of LEDs within the array, the position
of the PD with respect to the LOS view of the LED array,
and the LED-PD separation distance. Simulation results show
that even if the PD is slightly placed in NLOS communication
links with respect to the LED array, the performance of VLC
system encounters severe deterioration. Furthermore, proper
placement of the PD could enhance the SNR up to 19 dB in
LOS scenarios. Our future work is to investigate and analyze
the performance of imaging angle diversity for MIMO VLC
systems.
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Abstract—Nowadays, optical network nodes are usually based
on reconfigurable optical add/drop multiplexers (ROADMS). Due
to exponential growth of internet data trafficc ROADMs have
evolved to become more flexible, with multi-degree and their
add/drop structures are now more complex with enhanced
features, such ascolorless, directionlessand contentionless (CDC).
In thiswork, theimpact of in-band crosstalk, optical filtering and
amplified spontaneous emission noise on the performance of an
optical network based on multi-degree CDC ROADMs is studied
considering 100-Gb/s polarisation division multiplexing
quadr atur e phase-shift keying signals for the fixed grid. We show
that, an optical signal can pass through a cascade of 19 CDC
ROADM s, based on arouteand select ar chitecturewith 16-degree,
until an optical signal-to-noise ratio (OSNR) penalty of 1 dB due
to in-band crosstalk is reached. We also show that the ASE noise
addition, due to the increase of the number of CDC ROADMSs, is
mor e har mful in terms of OSNR penalty than in-band cr osstalk.

Keywords: ASE noise, CDC ROADMSs, coherent detection,
in-band crosstalk, optical filtering, PDM-QPSK.

|. INTRODUCTION

The exponential growth of internet data traffic doethe
increase of the number of devices, cloud and vimedemand
services, has been putting fibre optic network tedbgies in a
continuous development to support all the data geed.
Technologies, such as dense wavelength-divisiotipfesing,
optical coherent detection, polarisation divisionltiplexing
(PDM) and advanced digital signal processing (D&f)now
fundamental to achieve the huge transport capaaiéguired
by the overall telecommunications infrastructurk [1

In addition to these technologies, the reconfigieraiptical
add/drop multiplexers (ROADMSs) nodes evolutionlsoarery
important to support this exponential growth. le thast, the
network nodes were static and their configurati@s wanual.
Nowadays, these nodes became more reconfigurakite wi
colorless, directionless and contentionless (CE@jures [2],
that improves the routing and switching functiotiadi in the
optical nodes, making them more dynamic and rediabl

On the other hand, the optical network physicaletay
impairments (PLIS) require a comprehensive studgesithe
optical signal along its path, passes through apfibre links
as well as optical components inside the ROADMsghsas
optical switches, (de)multiplexers and splittersfalers. The
losses, noises and interferences generated in tlieke
accumulate along the light-path degrading the aptiignal
transmission. In particular, the imperfect isolatwf switches
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and filters inside the ROADMs leads to signal legdathat
originate interfering signals known as crosstatjnals. One of
the crosstalk types that becomes enhanced in @abpétwork
and degrades the optical network performance isrtieand
crosstalk [3]. This type of crosstalk occurs whem interfering
signals have the same nominal wavelength as thepyisignal
but are originated from different sources, so thihis
impairment cannot be removed by filtering. In anticg
network based on ROADMSs, the in-band crosstalk will
accumulate over the ROADM cascade and can limihtireber
of nodes that the signal passes in the network I@]the
literature, some studies were performed to addressmpact
of the in-band crosstalk on the optical networkf@enance,
however with a simple ROADM model [5] or not coresithg
the ROADM add/drop structures with the CDC featfds

In this work, the impact of in-band crosstalk gexted
inside multi-degree  CDC ROADMs on the network
performance is studied through Monte-Carlo simafati
Polarisation division multiplexing quadrature phabét
keying (PDM-QPSK) signals at 100-Gb/s for the fixgdl are
considered. This study is performed by properly etiity the
in-band crosstalk generation inside the ROADMs.febént
ROADM architectures, namely broadcast and seleS)Band
route and select (R&S) architectures [6], as ws]ldifferent
add/drop structures, based on multicast switcheSS8) and
wavelength selective switches (WSSs) [7], are cared.

This paper is organized as follows. Section Il dess the
model for studying the in-band crosstalk insideZ¥®M node,
and the number of in-band crosstalk terms generatede a
ROADM is quantified, for both B&S and R&S architects.
Details on the ROADM transponder, as well as, @RODADM
add/drop structures are also provided in this gectin section
I1l, the PLIs such as the optical filtering, amf@d spontaneous
emission (ASE) noise and in-band crosstalk in aticalp
network based on multi-degree CDC ROADMs are studied
their impact on the network performance is asse$3gdlly, in
section 1V, the conclusions of this work are présdn

Il. MODELLING THE IN-BAND CROSSTALKINSIDE AROADM

The main focus of this section is on the in-banusstalk
generation inside a ROADM node. In subsections éinél 11.B,
we will describe, respectively, the ROADM transpend
features and the ROADM add/drop structures. SulmsettC
deals with the in-band crosstalk generation insidROADM
node.
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A. ROADM Transponder

In this sub-section, we present the main blocksthef
coherent receiver of a ROADM transponder, usedi&ecting
the optical signal that is dropped in a ROADM. Figdepicts
the block diagram of the coherent receiver for aglsi
polarisation of the signal. The coherent receivéth vdual
polarisation consists of two polarisation beam ttpt
connected with two structures identical to the depicted in
Fig. 1. In this work, we assume that the opticaéreer is ideal,
so the receiver performance can be assessed congidaly
the structure of Fig. 1 for a single polarisatidrihe signal [8].

The structure of the optical coherent receiveoisnid by
a 2x4 90° hybrid, which hd.(t) andE,, (t), respectively, the
complex envelope of received signal and local toil (LO)
electrical fields as inputs. The received electris@gnal
corresponds to the signal under test, the prinignas dropped
by a ROADM. The 2x4 90° hybrid is followed by twalénced
photodetectors. The hybrid, which is modelled aq8h is
composed by four 3 dB couplers and a 90° phastishifie
lower branch, which allows the receiver to decdaeih-phase
and quadrature signal components of the receiveckrms,
respectively,l;(t) andI,(t) in Fig. 1. An electrical filter is
placed after the balanced photodetector, to redoeenter-
-symbolic interference and the noise power, consety
improving the signal-to-noise ratio [9]. In this tkowe use a
5t order Bessel filter as the receiver electricaéfil which is a
typical filter used in several studies [10]. H#&dB bandwidth
of this filter is set equal to the symbol rate. ekfielectrical
filtering, the signal is sampled by an analog-tgidi converter
before going to a DSP (not shown in Fig. 1). Finall decision
on the transmitted symbol is taken at the decisitouit.

2 x 4 90° hybrid

(1 i el —
=0 3dB 3dB i li () [ Electrical Decision|
' I ‘ Filter Circuit

! Balanced
photodetector

la() [Electrical| _[Decision
son 1]} G

******************* Balanced
photodetector

Fig. 1. Coherent receiver block diagram for a singdlarisation QPSK signal.

B. ROADM Add/Drop Structures
In this subsection, we present the internal stracof a
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Fig. 2. ROADM drop section structure based on (€3vand (b) WSS.

C. In-Band Crosstalk Generation inside a ROADM

For studying the number of crosstalk terms gendriatgde
a ROADM with degreeR, we consider, a four-node star
network with a full-mesh logical topology as depitin Fig. 3.
As a worst-case scenario, we assume that the t®&@AaDM,
node 2, communicates with other nodes using theesam
wavelength,\1. This means that, the wavelendgthreaching
node 2, is dropped and new optical signals with shene
wavelength\; are added and directed to the ROADM outputs.

East

M

North Ay A3

®
-t 7\4 >

-
-+

- 7\4 >

A\

-
Fig. 4 represents the structure of the ROADM destiggh by

node 2 in Fig. 3, a 3-degree CDC ROADM based or&& R
architecture, i.e., with WSSs both at its inputd aentputs, and

g. 3. Four-node star network with a full-meshidadtopology.

ROADM add/drop structure based on both MCSs and $¥SSwith WSSs-based add/drop structures. The crosgeaikration

Fig. 2 shows a generic internal structure of (a) 34Cand
(b) WSSs that can be used in the drop section QD&
ROADM [7]. As we can observe from this figure, ME€Ss are

inside the ROADM s also represented. From thisirig we
can observe that all in-band crosstalk terms oaigid with
wavelengthi; are second order terms (identified with number

based on 1M splitters and\x1 optical switches. As such, they 2). In this case, in each drop port, where wavdleng is

are not wavelength selective as the WSS struct@esthe
other hand, the WSS structures have higher cosisekter, in
terms of in-band crosstalk generation, since inaideM WSS,
the interfering signals pass through the isolatibtwo WSSs,
the interferers are second order interferers, auste the first
order interferers that appear on tieM MCSs outputs.

dropped, we find two in-band crosstalk terms, canpiiom the
other two ROADM inputs. At the ROADM outputs, thetput
wavelengthi; in each direction is impaired by four in-band
crosstalk terms, two of them arising from the ROAIMuts

and the other two are generated from the preserfice o
wavelengths.; at the add section.
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Fig. 4. Node 2 structure — a 3-degree CDC ROADMetam a R&S architecture with WSSs-based add/draptares.

The conclusions taken from Fig. 4, for a 3-degrézCC
ROADM, can be generalized foRadegree ROADM. In Tables

1 and 2, the number of in-band crosstalk terms rgéee inside

Il. PHYSICAL LAYER IMPAIRMENTS IMPACT

In this section, the impact of in-band crosstalptical
filtering and ASE noise in a cascade of multi-deg@DC

a Rdegree C, CD and CDC ROADM with MCSs and poapMs based on the R&S architecture, the architecthat

WSSs-based add/drop structures, for both B&S (Tapland
R&S (Table 2) architectures is presented. Fromdalland 2,

minimises the generation of in-band crosstalk, WHGSs and
WSSs-based add/drop structures is studied. The guaihof

we can conclude that, for a CDC ROADM, the WSS-Base s study is to investigate the maximum numbeREGADMs

add/drop structures are the best choice in termmiimising

the in-band crosstalk generation. For both studretiitectures,
the interfering signals generated with these adg/dtructures
are mainly of second order. In summary, to minisisee
crosstalk generation inside multi-degree CDC ROADhe

R&S architecture with WSSs-based add/drop strustaeems
to provide the best solution.

Table 1. Number of in-band crosstalk terms gendratside a
R-degree ROADM based on the B&S architecture.

Drop ports Outputs
1storder | 29 order Forder 2d order
C - - R-1 -
CD R—-1 - 2(R—-1) -
CDC (MCSs) | R—1 - 2(R—1) -
CDC (WSSs) - R—1 R—1 R—1

Table 2. Number of in-band crosstalk terms gendraside a
R-degree ROADM based on the R&S architecture.

Drop ports Outputs
1%torder | 24order | Porder| 29order
C - - - R-1
CD R-1 - R-1 R-1
CDC(MCSs)| R—-1 - R-1 R—-1
CDC (WSSs) - R—-1 - 2(R-1)

that an optical signal can pass until the degradatf these
PLIs causes an optical signal-to-noise ratio (OSK&)alty
higher than 1 dB. The OSNR penalty is the diffeechetween
the imposed OSNR in each optical amplifier, to hreadarget
bit error rate (BER) of 16, with and without the PLIs. The
signal referred in this work as the primary sigoatresponds
to the signal that is taken as a reference to stivelyPLIs. We
consider a non-return-to-zero (NRZ) QPSK signahsid-Gb/s
in a single polarisation (which corresponds to Blfs in dual
polarisation) as the primary signal.

We start, in subsection IlI.A, by characterising thptical
filters used to model the ROADM components. Thils pérmit
to obtain the crosstalk level at the end of anoatetwork. In
subsection Il1.B, the optical filtering impact oncascade of
CDC ROADMSs considering only one amplification staige
studied. In subsection III.C, the impact of ASEsmois studied
with optical amplifiers at every ROADM inputs andtputs.

A. Optical Filters used to Model the ROADM Components

We consider two types of optical filters to modékt
ROADM components, the passbaHg(f) and the stopband
H,(f) filters. The signals that pass through the ROADM
components (e.g. WSSs) are filtered by the passlified
while the signals that the ROADM component blocks a
filtered by the stopband filter. The optical passbdilter is
modelled by a % order Super-Gaussian optical filter [11] with
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-3 dB bandwidth Bg) equal to 41 GHz, usually used for the for 50 GHz channel spacing and are modelled byotteal

50 GHz channel spacing [5]. The optical stopbatigrfiis
modelled by the inversion of the optical passbaiter fand by
setting the blocking amplitude, in dB, witBy equal to
approximately 48 GHz. Fig. 5 shows the transfeccfioms of
these filters, Fig. 5 (a) for the passband filted &ig. 5 (b) for
the stopband filter with different blocking ampltiies
(i) —20 dB, (ii)—30 dB, (iii)—40 dB and (iv)-50 dB.
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Fig. 5.Transfer function of the (a) optical Super-Gausdianrder passband
filter H,(f) and (b) optical stopband filtets, () with different blocking

amplitudes (i)-20 dB (ii)-30 dB (iii) ~40 dB and (iv}-50 dB.

With these passband and stopband filters, we catehtioe
effect of the ROADM node on both the express ardfdrdp
signals and also on the crosstalk signals. Foraiih&/drop
signals, considering the MCS structure, the sigpass through
one passband filter, while with the WSS structtine, signals
pass through two passband filters. The expressalsigare
filtered by two passband filters, at the ROADM ihpnd
output WSSs. 